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Abstract

The success of the Strategic Defense Initiative depends directly on significant ad-
vances in both computer hardware and software development technologies. Parallel archi-
tectures and the Ada programming language have advantages that make them candidates
for use in SDI command and control computer systems. This thesis examines those ad-
vantages in the context of an SDI-type application: the implementation of a Kalmau {ilter
tracking svstem,

This research consists of three parts. The first is a set of software engineering gnide-
lines developed for use in creating parallel designs suitable for implementation in Ada.
These guideliues cover the design process from initial problem analysis to final detailed de-
sign. Methods of problem decomposition are discussed, as are language partitioning strate-
gies. Justification is provided for using the Ada task construct for process bonndaries, and
Ada multitasking design issues are reviewed. A parallel software design methodology is

also deseribed.

The second part is an illustration of the use of these software enginecering guidelines
to design a multiple model adaptive Kalman filter based tracking system and its associated
simulation program. Theoretical research, currently being done at the Air Force Institute
of Technology. is used as a basis for this phase. The result of cach step of the gnidelines is

documented.

The final part is a parallel implementation of the Kalman filter tracking system
design, including several reusable matrix operation routines, on the Encore Multimax 320
in Ada. Implementation and testing techniques are documented, as are problems that were
encountered with the design and the Encore Concurrent Ada development environment.
Timing results are analvzed to determine the efficiency of the design and implementation.
as well as the suitability of the particular tracking algorithm for parallelization. Additional
analysis 1s included on i adequacy of the software engincering guidelines developed in

part one and on the results of using Ada in a true parallel environment.

viil




PARALLEL ADA IMPLEMENTATION OF A
MULTIPLE MODEL KALMAN FILTER
TRACKING SYSTEM:

A SOFTWARE ENGINEERING APPROACH

I. Introduction

The Strategic Defense Initiative, inaugurated by President Reagan to develop a defen-
sive shield against ballistic missile attack, represents one of the most monumental research
efforts ever undertaken by this country. Its complexity and the demands it places on the
technological state of the art rival, if not exceed, those of the Manhattan Project and
the Apollo moon landings. Successful realization of such a defense will require significant
advances in many areas of science and engineering, but it is now generally accepted that

computers and their associated software have become the “long pole in the tent.”

1.1 Software and the Strategic Defense Initiative

The feasibility of the Strategic Defense Initiative is directly dependent on the success-
ful implementation of its command and control computer systems. Human reaction times
are simply too slow to manage a battle in space. The SDI defense system will depend on
computers to detect missile firings, compute attack trajectories, descriminate between war-
heads and decoys, and aim and fire its weapons (Waldrop, 1986:710). Without computers,
no part of the system will function, and without correct software, none of the computers
will function. The Eastport Study Group, convened to review the role of software in the
total SDI effort, made this clear in their finding that “the anticipated complexity of the
battle management software and the necessity to test, simulate, modify. and evolve the
system make battle management and command, control, and communication (BM/C?) the

paramonnt strategic defense problem™ (Eastport Study Group. 1985:v).

The reason for this emphasis on software is clear. “The Star Wars battle management

system will be by far the most complex body of software ever devised. By one estimate




it will require up to 100 million lines of computer code written by hundreds of thousands
of individual programmers™ (Waldrop, 1986:710). Other estimates are not as large, but
they show the same trends. “Estimates of its size range from 10 million to 30 million
lines of executable source code. Most other systems that work in a distributed real-time
environment like SDI are very much smaller — under a million lines of code™ ( Ramamoorthy,

1986:61).

Tliere are factors other than sheer size that also add to the expected complexity. The
svstem will have to run in real time, and there will be absolute deadlines for processing
requirements (Parnas, 1985:1328). Real-time systems have important differences from
more standard types of computing. “A real-time computing system accepts data from
an external activity, analyzes the data in real time, and provides output that influences
an external process™ (McGee, 1987:4). These two requirements, interaction with devices
external to the computing system and critical time ccnstraints, cause major development
difficulties that do not exist in non-real-time software systems. Time constraints must be
met: otherwise vital data may be lost or critical control actions may not be taken in time to
have the desired effect. Interaction with external devices is complicated by their different
speeds and contro! vequirements. Concurrent control is necessary to ensure that the speed
of the entire system is not limited by its slowest parts (Nielsen and Shumate, 1988:3).
To compound the problem, embedded real-time systems must often be implemented to
operate under severe hardware constraints due to considerations such as size, power and
memory limitations (SofTech, 1986:Ch1, 2). The net result of all of this is the need to pack

more computation and control into less time, space, and processing power.

For obvious reasons, the system must also be extreniely reliable. However, its large
size guarantees that there will be errors. The software must therefore be designed in a
way that minimizes these inevitable errors and tolerates those that remain. Because there
will be no opportunity for a full-scale test of the operational defense syvstem. extensive
gronnd-based simulation of battle conditions will be necessary both to detect software
errors and inspire confidence in the reliability of the overall system (Eastport Study Group,
1985:12-14). This simnlation software will also be extremely complex and computationally

intensive, and methods must be found to execute it efficiently on a massive scale.




Althourh software cost is expected to be a fraction of the total system cost, “the
complerity of the battle management software to control a given architecture transcends
simpler cost measures. Excessively complex software can not be produced at any cost”
(Eastport Study Group, 1985:22). This fact demands a departure from past methods of
defense software acquisition. “Historically, the pattern used for the acquisition of weapons
svstems has been to acquire the weapons first and devise the command, control, and
communication as an accessory. The Fletcher Report made the point that this ‘applique
approach’ is the wrong approach for SDI” (Eastport Study Group, 1985:53). In short, the
expected size and complexity of both the operational and simulation software make their

development the focal point of the entire Strategic Defense Initiative.

A successful solution to this seemingly overwhelming problem will require the use of
the most advanced hardware and software technologies available. Parallel processing shows
great promise not only for meeting the computationally intensive real-time deadlines of SDI
software, but also for substituting processing power for software complexity by allowing the
use of simple compute-intensive algorithms rather than complex optimized code (Waldrop,
1986:712). The use of parallel processors can increase the reliability of the system by
distributing the computing load over many processing units. If one fails or is destroyed,
others are available to assume the load (Eastport Study Group, 1985:54). Parallel systems
also provide the best alternative for the massive amounts of computing power necessary

to execute the ground-based simulations (Eastport Study Group, 1985:50).

In order to exploit the power of parallel processing effectively, it is necessary to have
a software programming language which efficiently abstracts parallel algorithins. The Ada
language was specifically designed for use in parallel real-time software development. It
explicitly supports independent communicating processes through the use of the task and
machine-level operations with representation specifications. In addition, Ada is a third
generation high-order language with extensive support for software engineering concepts.

For these reasons, Ada is an excellent prospect for the SDI software development language.




1.2 Research Overview

The purpose of this research is to examine the possibilities presented by parallel
processing and the Ada programming language and to determine how they could benefit
the development of SDI software systems. Because of the breadth of these topics and
the multiplicity of possible applications in the SDI environment, it was necessary to limit
the scope of this research to a single representative problem. This problem is used as an

example to illustrate the concepts of parallel software engineering in Ada.

1.2.1 The KNalman Filter Tracking Algorithm. A representative real-time problem
stems from research into directed energy weapons. Because of the limited power of current
lasers, the success of such a weapon would be dependent on a highly accurate tracking
system. The Air Force Weapons Laboratory is developing a tracking system which uses
a forward looking infrared sensor together with a tracking algorithm to provide target
information to the laser pointing system. The purpose of the tracking algorithm is to
detect vehicle movement in order to keep the target centered in the tracker’s field of view,

simultaneously pointing the [aser (Tobin, 1986:1-2).

In order to track a target accurately, the tracking algorithm must not only follow
vehicle movement, it must also deal with noise such as atmospheric distortions, bending
and vibration of the optical hardware, differing target dynamics, and the inherent time
lag caused by computation and physical movement of the pointing system. Currently used
algorithms do not take these factors into account. A promising tracking algorithm is being
developed at AFIT based on Kalman filtering techniques (Maybeck and Mercier, 1980;
Maybeck and Rogers, 1983; Maybeck and Suizu, 1985; Tobin and Maybeck, 1987). It has
the ability to incorporate all of these factors into the filter dynamics model. As a result,
this algorithm has consistently shown an order of magnitude improvement over currently

used correlation trackers.

The heart of this tracking system is the Kalman filter. A Kalman filter is nothing
more than an optimal recursive data processing algorithm. It processes inputs from mea-
surement devices together with the knowledge of applicable device dynamics, statistical

descriptions of noises, measurement errors, modeling uncertaintic~. and initial conditions,




to produce an optimal estimate of variables of interest. In the case of the tracking system,
this variable of interest is the current and predicted future position of the target. The al-
gorithm is recursive in that the optimally estimated variables calculated in one time frame
are fed back into the systemn and used with the incoming measurements from the next
time frame to generate new values of estimated variables at the next time instant. For this
reason, all of the data from the previous samples does not have to be kept in storage and
reprocessed with each new measurement (Maybeck, 1979:4). This is a decided advantage

in a real-time system where processing time and storage space are limited.

The tracker can be made even more accurate through the use of a multiple model
adaptive filter system (MMAF). The MMAF is composed of a group of Kalman filters
constructed with varying target characteristic specifications. The outputs from the filters
are arbitrated by a control unit which gives varving weight to each filter, based upon
its predictive accuracy as determined by the characteristics of its residual (the difference
between the position as given by the measuring devices and that predicted by the filter).
The result is an estimate more accurate than a single filter could provide. However, this
increased accuracy comes at a cost of increased computational loading. Current research in
this area has been devoted to making the filter as accurate as possible with lesser regard to
the eventual necessity of processing it in real time. A significant speed-up in the execution

time of the Kalman filter tracking system is on objective of this effort.

The selection of this particular research effort as an example real-time problem pro-
vides one additional advantage. A large simulation system, which simulates an airborne
target track, is necessary to test the efficiency of the Kalman filter tracking algorithm. This
system currently consists of a single, sequential FORTRAN program which is extremely
time consuming to run. It is an excellent example of the type of ground-based simulation
SDI will require on a larger scale. A more time-efficient parallel implementation of this

simulation system is also an objective of this thesis.

It is not the intent of this research to improve on the fundamental mathematical con-
cepts of the Kalman filter tracking system or its accompanying simulator. These concepts
have been reproduced as faithfully as possible directly from the work of AFIT engincers

especially (Tobin, 1986; Norton, 1988). These sources and their accompanying references

N




should be consulted concerning any specific questions about the tracking algorithm. The
Kalman filter tracking algorithm is used only as a relevent example, and the parallel soft-
ware engineering techniques developed in this thesis can be applied in like manner to any

similar software development.

1.2.2  Specific Objectives. This effort has three specific objectives. The first is to
synthesize a set of software engineering guidelines which can be used to design a parallel
system suitable for implementation in Ada. The parallelization of large, integrated software
systems requires complex interaction between the resulting concurrent processes. As a
result, parallelization cannot be “applied” to a system after its implementation; it must be
built in from the beginning. Therefore, these guidelines must be as complete as possible
covering the entire software development process from initial problem analysis to final

implementation.

Most of the information currently available on this topic focuses on a particular phase
of the analysis or design with little or no guidance as to how that phase fits into the overall
development of the project. The primary goal of this thesis is to integrate these ideas into

a comprehensive parallel development guide.

The second objective involves proving the validity of these guidelines through the
design and implementation of a real-world problem. The Kalman filter tracker research
being done at AFIT provides the basis for this validation. The Kalman filter tracking
algorithm and its associated simulator will be implemented on a parallel architecture in
the Ada programming language. The objective is to produce a meaningful improvement

in execution speed over a comparable sequential version.

The final objective of this effort is to examine the adequacy of the Ada language for
parallel software development both in real-time and simulation situations. This evaluation
will be made based on the results of the Kalman filter tracker and simulator implemen-
tations both in objective terms, such as run-time efficiency and accuracy of results, and
subjective terms, such as ease of design and coding and support for software engineering

principles.




1.3 Thesis Overview

This thesis proceeds from a general description of parallel processing concepts to
more specific guidelines for parallel software development and finally to a specific example.
Chapter 2 consists of background material intended to lay a foundation for understanding
this research. It provides an overview of parallel processing concepts, concurrent soft-
ware concepts, the Ada language, and the basics of the Kalman filter trackiug a'gorithm.
Although introductions to both parallel hardware concepts and the Ada language are pro-
vided, it is assumed that the reader has some familiarity with both of these topics. If
additional background is needed, good introductory material can be found in (Booch,
1983; Nielsen and Shumate, 1988) for the Ada language and (Stone, 1987; Fox et al, 1988)

for parallel processing.

Chapter 3 outlines the parallel software engineering guidelines developed to fulfill the
first research objective. These concepts are generic to any parallel Ada software system

development and can be used independently as a designer’s checklist.

Chapter 4 covers the specific analysis and design of the Kalman filter tracking system
using the concepts developed in Chapter 3. It follows the software life cycle from its
beginning up to the point of coding and can be used as an example for similar software

designs.

Chapter 5 is a diary of the implementation and testing of the Kalman filter tracker
and simulator. It begins with an overview of the specific hardware architecture and Ada
language system used in this research. It continues with a description of the generic routines
written to support the tracking system. These routines are common functions with many
different applications and are useful in their own right. Following this is an explanation of

the steps taken in the coding and testing phases of the project.

Chapter 6 present the research results in terms of the four objectives described earlier
and draws conclusions based on these results. It also contains recommendations for further

study.




II. Background Research

In any software development, there are three major components: the hardware archi-
tecture, the software programming language, and the algorithm to be implemented. The
purpose of this chapter is to introduce the reader to these three elements as they apply
to this particular research effort. The first section is an overview of parallel processing
concepts including a comparison to its architectural rival, a fast sequential machine, and a
summary of advantages and disadvantages of this type of computing. The second section
begins with a discussion of the demands placed on a programming language by concurrent
software development. It proceeds to explain how the Ada language meets these require-
ments and concludes with the major difficulties in using Ada. The final section presents a
basic mathematical description of a Kalman filter and reviews the research done at AFIT

on the Kalman filter based tracking algorithm.

2.1 Parallel Processing Concepts

Successful development of a defense against ballistic missiles will require compu-
tational resources far more powerful than any in current use. To meet these demands,
new computer architecture concepts must be explored. The myriad of new ideas being
tested, together with the constant advance of technology in this area, puts the discussion
of a particular hardware design beyond the scope of this thesis. Instead, a more general
approach was taken, comparing two differing architecture concepts: fast, specialized se-
quential processors versus parallel processing machines. The reasoning was that selection
of the superior concept would result in a superior implementation, relative to the other,

without regard to the specific underlying hardware.

The first part of this section is devoted to defining certain key terms associated with
the relatively new field of parallel processing. The next subsection compares the salient
characteristics of sequential and parallel systems. Following that is a discussion of the
advantages of parallel processing. Finally, the corresponding disadvantages are examined
and methods are proposed to limit their effect on the implementation of a parallel software

system.




2.1.1 Definitions. Significant use of multiprocessor computation, in all its varying
forms, is relatively new but expanding at a rapid rate. Asin many other fast moving fields,
terminology is still inexact and sometimes conflicting. In order to form a common basis of

understanding for this thesis, several terms will be defined here.

At the most general level, the use of multiple processors to solve a problem requires
that the processors have some means of communicating with one another. Thus, at the
heart of this new field is a communications network. The network can connect anything
from a group of supercomputers to hundreds of microprocessors, as long as each of them
is capable of independent operation. This connection gives the processors the ability to
share data, resources, and even work concurrently on a single problem. Simultaneous work
on a single problem leads to the next level of abstraction, distributed computing.

By most accounts, distributed processing is a subset of a network, as Tanenbaum

53

explains, “...a distributed system is a special case of a network, one with a high degree
of cohesiveness and transparency. In essence, a network may or may not be a distributed
system, depending on how it is used” (Tanenbaum, 1981:2). The concept of distributed
computing is very broad and includes everything from networked mainframe computers
separated by hundreds of miles to individual microprocessors in the same cabinet or even
on the same board. The key distinction between distributed processing and a computer
network is a control system that makes the group of autonomous computers/processors
operate, at a high level, like a single processor. A common operating system eliminates
the need for users to know what particular computer/processor they are using, where their

files are stored, or even where their programs are running (Tanenbaum and Van Renesse,

1985:419-420).

The next step in abstraction is parallel processing. Parallel processing may or may
not be related to distributed computing, depending on how it is used. There are two types
of parallelism: local and global. Local parallelism occurs in a single processor, usually in the
form of a pipeline. Significant speed-up is possible through the use of instruction and/or
arithmetic pipelines that begin the processing of the next operation before completion
of the current one (Fox et al, 1988:8-9). Another example of loc:' parallelism is vector

processing, where the same operation can be performed on an entire finite size array of




data at once rather than handling each element individually. Local parallelism is not

related to distributed computing.

Global parallelism, on the other hand, is one of the possible uses of a distributed
svstem and is a subset of distributed processing. It consists of multiple processors operating
concurrently on a single problem. There are two groups of architectures in this category:
single instruction stream, multiple data element (SIMD), and multiple instruction stream,

multiple data element (MIMD).

SIMD machines run a single program in one processor that controls the operation
of all the other processors. Each of these other processors executes the same instruction
in lockstep with the others on different data elements. Some degree of control is available
through the use of masking to allow certain processors to ignore some instructions, but, in

general, each processor will perform the same operation as all the rest (Stone, 1987:279).

In contrast, MIMD architectures consist of independent processors, each capable of
executing their own program, that communicate with each other to exchange data and
synchronize operations (Stone, 1987:279). MIMD machines can be loosely coupled, with
each processor having its own memory and communicating via some type of network, or
tightly coupled, with all processors sharing common memory and communicating through
that memory. Some hybrid of the two types is also possible. The coupling of the processors

generates some design considerations which will be discussed in Chapter 3

Of the two types of global parallelism, MIMD is the most suitable for real-time
applications. SIMD machines are best suited for problems that contain repetitive actions
on uniform data and where addressing patterns are not data dependent (Stone, 1987:279).
Because each processor must execute the same instruction at the same time, this type of
architecture does not lend itself well to a real-time system where two processors might
have to process data from two different physical sensors, while a third updates an internal
database, and a fourth calculates control inputs to feed a pointing mechanism. In an
MIMD environment, each processor could perform one of these tasks independently and
only communicate with the others when it was necessary to pass information or synchronize

some activity.
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Review of current literature shows that these definitions are subject to interpretation
and overlap in many cases. For purposes of this thesis, any future mention of parallel
processing will refer to MIMD systems of individual microprocessors separated by a limited

physical distance.

2.1 2 Parallel Versus Sequential Processing. When a single problem requires more
computing power, there are two possible alternatives. The first is to build a more powerful
single processor. This can be done by speeding up the clock speed so that program steps
process faster or by adding more powerful hardware so that complex operations can be exe-
cuted as a single instruction. It can also be done using methods of local parallelism such as
pipelining or vector processing. The miniaturization made possible by VLSI technology has
made for a long and profitable run in all of these areas, but single processors are reaching
the limits of their physical capabilities. David Shaw, director of the NonVon Supercom-
puter Project at Columbia University explains, “We are running up against fundamental
physical barriers in designing von Neumann machines. Traditional supercomputer archi-
tects are now dealing with speed-of-light limitations and exotic cooling technologies, but

their efforts are reaching the point of diminishing returns” (Livingston, 1985:26).

If single processors have reached the limits of their capabilities, the remaining alter-
native is a parallel processing system. Given forseeable technology, this is the only way
to guarantee the ability to perform complex computation in real time. Stone explains,
“the motivation for moving towards multiple processors is strictly a matter of performance
because device technology places an upper bound on the speed of any single processor”
(Stone, 1987:278). Fox et al agree, “There is now general agreement that the only route to
significantly increased performance is through concurrent computation ~ the use of many

computers together to solve the same problem” (Fox et al, 1988:2).

Theoretically, the potential for performance increase is unbounded. As the problem
gets larger, one simply adds more processors. In reality, limiting factors such as control and
communciations overkrad will reduce this performance, but the overall message is clear;
parallel processing is the best way we now have to meet our burgeoning computational

needs.
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The increased speed of parallel processing holds special advantages for real-time
svstems. Because frame times are normally fixed, increased speed means spare computation
time. Spare computation time can be used to implement more complex, accurate control
svstems, or it can be used to increase software maintainability by allowing a more “straight-
forward implementation™ or even the use of a high-order language (Westermeier, 1981:1010-

1011).

Increased processing speed also provides the opportunity to shorten frame times.
This may .nane it possible to reduce lag times between data sampling and the propagation
of the corresponding control signals. Shorter frame times can also be used to increase
the data sampling rate resulting in better data filtering and minimization of the effects of

aliasing (Westermeier, 1981:1011).

2.1.3  Advantages of Parallel Systems. In addition to superior performance, the use
of parallel computing has other advantages as well. One that is critically important to real-
time systems is increased reliability. With a single-processor system, hardware failure is
fatal. The best that can be hoped for is graceful degradation through the saving of current
state information. With catastrophic failure, not even this is available. A parallel system
increases reliability through simple redundancy. If one processor fails, its workload can be
shifted to another processor. Even if specific workloads cannot be shifted, the system can

still continue to operate in a degraded mode (Knight and Urquhart, 1983).

Another advantage is the possibility of incremental growth. Complex military sys-
tems must constantly change to counter new threats or incorporate new technology. In
many cases, these new changes will require more computing power. When the capabilities
of a single processor are exceeded, the entire system must be replaced. This often requires
inajor changes to the software. With a parallel system, increased capability can be added
with additional processors. In many cases, this incremental growth can be achieved with

a minimum of hardware or software redesign (Lane and others, 1983:327).

A final advantage is a decrease in cost. This is especially crucial in a large system
to minimize recurring hardware costs both for the initial system and any replacement

parts. High-speed, specialized processors require customized VLSI design and sophisticated

12




support systems. Parallel systems can be constructed from relatively cheap, mass-produced
processors. The relatively slow step times in these processors minimizes heat dissipation
and transmission delay problems (Lerner, 1985:22). In general, parallel systems can claim
a price/performance advantage over traditional systems (Tanenbaum and Van Renesse,

1985:420).

2.1.4 Problems to be Overcome. Despite its advantages, parallel processing is not
a panacea. In general, parallel systems present design considerations that do not exist
in their single-processor counterparts. Performance is reduced by inefliciencies such as
communication between processors. Message passing takes time and processing power
and may lead to additional delays if processes must wait for synchronization. Another
source of overhead is the additional operating and run-time system control necessary for
task scheduling and management. These operations are far more complex than in a single
processor machine. A final problem can come in the form of improper load balancing. This

causes some processors to become idle while others may thrash from too much workload

(Stone, 1987:281).

In the real-time embedded systems arena, parallel processing leads to additional
considerations. Increased hardware and software overhead means increased size, weight,
and power requirements for the system. In addition, the added complexity of parallel
programs may reduce system reliability. The use of microprocessors reduces the effect of

the first problem, but the latter can only be limited through effective design.

These inefficiencies can never be completely eliminated, but they can be significantly
reduced. The use of proper partitioning and design methods will lead to favorable load
balancing. Such methods will be discussed further in Chapter 3. In addition, the proper
use of a programming language with specific concurrent processing constructs can reduce
the overhead of communication and task management. Ease of design and quality of

implementation will be directly dependent on the language selected.
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2.2 Concurrent Software and the Ada Language

The programming language is the tool with which a programming team abstracts
a problem into its software representation. If this tool is specifically calibrated for the
problem at hand, it can significantly ease the translation from the real world to a computer
model. If not, the efficiency of the software developers can be severely reduced, and the
resulting program can be difficult to understand and maintain. For this research. the
language selected must support the development of real-time, concurrent software in as

efficient a manner as possible, consistent with the principles of software engineering.

After a review of the principles of software engineering, this section outlines the spe-
cific requirements placed on a programming language by concurrent software development.
The additional requirements of real-time systems are also discussed. The next subsection
explains how the Ada language meets the requirements of software engineering, concurrent
software development, and real-time systems. The final subsection outlines the problems

that must be dealt with when using Ada.

2.2.1 Principles of Software Engineering. When programs were relatively simple,
they were often developed in a haphazard fashion according to the programmer’s intuition.
The results were acceptable as long as the program was small enough for a single program-
mer to complete, the programmer was good at what he did, and no one else ever had to
maintain the code he produced. With today’s more complex systems, this method is no
longer acceptable. Programs have become too large for one person to write alone, many
people in the industry lack extensive understanding of computer science, and maintenance
has become a nightmare. The result is what is popularly known as The Software Crisis.
This is a crisis marked by cost and schedule overruns, software that is unresponsive to

user’s needs, unreliable in what it does do, and very difficult to modify.

Out of this chaos grew the concept of software engineering, an attempt to apply
standard engincering practices to what was formerly a “black art.” Several principles
have been advanced, the use of which will increase the efficiency of the programmer and
the quality of his product. These include: abstraction, information hiding, modularity,

localization, uniformity, completeness, and confirmability. The following discussion has




been abstracted from (Booch 1983:27-30).

Abstraction is the process of taking a complex problem and decomposing it into its
simpler components. This process continues until the individual components are simple
enough to bhe reliably implemented. Abstraction is especially important for very large
svstems or those whose complexity would otherwise be difficult to comprehend. such as
concurrent programs. Information hiding is the other side of the same concept. At each
level of abstraction. any information that is not necessary to understand that level should
be inaccessible to the developer. For example, if the programmer needs to use a stack. all
that should be of interest to him is the available stack operations. not information on how

the stack is implemented.

Two other related ideas are modularity and localization. Modularity is the result
of implementing abstractions. Each component created by decomposition should be mod-
ularized into either a function module specifying a group of operations or a declarative
module specifying a group of objects. Experience suggests that modules should exhibit
loose coupling, a measure of interconnection between modules, and tight cohesion, a mea-
sure of the relation of the modules internal elements. In simpler terms, a module should
perform a single specific purpose and only interface with the outside world where abso-
lutely necessary. Localization helps create modules with these properties. Data elements

and operations local to the module are made inaccessible to the outside world.

Completeness and confirmability relate to the adequacy of a single language to im-
plement a problem. A language should be complete so that calls to the operating system
or routines written in other languages will not be necessary. Languages should also have
features that assist the developer in finding any errors in the program. An example of such
a feature is strong typing. This allows the compiler to identify possible errors in variable

usage. Uniformity comes with a language where modules are specified in a consistent style.

2.2.2  Additional Requirements of Concurrent Software. One of the most common
models suggested for allocating software across a parallel system is a collection of au-
tonomous communicating processes. The interactions between the processes are defined

independent of their distribution. The processes are not under central control, and, when




not communicating, theyv are capable of operating in parallel. The hardware configuration
is kept transparent to interprocess communication by passing messages between processes

(Lane et al, 1983:327).

The concept of autonomous communicating processes extracts the maximum benefit
from parallel hardware by minimizing overhead and maximizing independent processing. It
is also abstract enough to simplify the software design process. To use this model, there are
several requirements that must be met either by the programming language, the executive
svstem. or explicitly by the programmer at a very low level. The ideal situation is for the
programming language to handle these details, freeing the developer to concentrate on the

high-level design.

First, the language must provide some construct for specifying independent processes.
Once the processes are running in parallel, a method is needed to synchronize them to allow
for the exchange of information. Communication should occur only at strictly controlled
points using well-defined interfaces. Independent processes should not have unrestricted
access to each other’s operations (Lane et al, 1983:327). Not only must operations be
protected, but data as well. Some method for mutual exclusion must be provided to prevent
the simultancous access of data at processor interfaces (Mundie and Fisher, 1986:21).
Finally, parallel processors are inherently non-deterministic. The language must provide
some method of controlling this non-determinism in the cases where a proper sequence of

evelts 1s necessary to ensure the correct result (Lane et al, 1983:327).

In addition to these conceptual issues, there are some run-time requirements that
parallel languages must meet. “Traditional real-time systems are designed with the as-
sumption that the primitives required for concurrent operations are provided by a real-time
executive ..." (Nielsen and Shumate, 1987:695). This real-time executive must handle the
creation. scheduling, and dispatching of processes. It must also manage process commu-
nication including quene and buffer management (Nielsen and Shumate, 1988:5-6). The
gnality of the executive, and the level of abstraction of its interfaces, determine the amount

of effort required by the programmer to accomplish these low-level activities.

A final important issue, which embodies many of the concepts already discussed, is

16




the degree to which the language shields the programmer from the underlyving hardware.
The developer should not be forced to learn the physical details of the hardware in order
to write the software. System dependence decreases maintainability and transportability.
“Hence, a language should have a flexible and general method of specifying interprocessor
communications which hides the details fo the network from the user, as well as providing

a means of access to the network directly if desired” (Cline and Siegel, 1985:971).

2.2.3 Additional Requirements of Real-time Systems. Real-time systems have their
own requirements in addition to those necessary for parallel systems. The language must
have some method of communicating directly with peripheral hardware such as sensors and
control devices. Included in this is the need for interrupt handling and direct input and

output. If this capability is not available, the result will be more assembly code inserts.

A real-time language must also be efficient because of the tight time and space
constraints common to embedded systems. Finally, the language must help the software
engineer meet the demanding reliability standards necessary for real-time systems. It can
do this in three ways: by helping to minimize errors in production, by increasing the
ease with which errors are found in subsequent testing, and by providing some mechanism
for dealing with the unforseen errors that will inevitably appear after the system is in

operation.

2.2.4 Adequacy of the Ada Language. The Ada language was born out of the soft-
ware crisis and an acknowledged need for a high-order language to use in programming

“...the inefficiency of compilers has often meant that

embedded systems. In the past,
HHOL’s were not feasible or cost effective for embedded software applications” {Westermeier
and Hansen, 1985:597). Under the guidance of the DoD High-Order Language Working
Group, a slow, deliberate development process led to a language superior in its support for

software engineering concepts, concurrent software development, and real-time systems.

Ada has numerous facilities to support software engineering concepts. Some of them
such as strong typing, subprograms, and a wealth of control structures are available in some

other high-order languages such as Pascal. However, some Ada-unique constructs are of

17




particular interest. Abstraction is supported by encapsulating data functional resources in
the package construct. The interfaces to a package are strictly defined and controlled in
the package specification. The actual computational resources are contained in the package
body and are inaccessible to the user. This also supports the idea of information hiding,

as does the concept of private types (Bolz, 1986:3).

Modularity and localization are supported by several Ada constructs including the
package, procedure, function, and generic. The generic is another Ada-unique construct
that greatly increases productivity by increasing the reusability of code. A generic can be
a package, procedure or function. It specifies the template of a general algorithm where
functions or data elements that change are left out. This template can be used repeatedly
by specifying those missing parts and creating an entirely new module. In addition, Ada

is a very uniform language. All of these constructs have similar structures and interfaces.

The language is very complete. It contains not only the normal structures expected
for sequential computation, but also specific support for parallel processing (the task), error
handling (the exception), and direct interface with hardware devices (the representation
specification). As a result, the programmer must seldom, if ever, go outside the confines

of the language to complete his task.

Ada has explicit support for parallel processing. Tasks and packages are used to
produce individual processes with controlled interfaces and internal invisibility to the out-
side world (Lane et al, 1983:327). The task rendezvous provides for synchronization of
processes by forcing the sender to wait until the receiver is ready before transmitting infor-
nmation. The entry call provides a method of communication and prevents common access
of a system resource (Mundie and Fisher, 1986:21). Finally, the use of select statements
allows the programmer to deal with the timing problems and non-determinism inherent
in parallel programming (Lane et al, 1983:327). A more detailed explanation of tasking

features is provided in Chapter 3.

The Ada run-time system handles all task activation, scheduling, dispatching, and
deactivation. It also manages task cominunication regulated by the entry calls and ac-

cept statements in the communicating tasks. This provides a very high level of interface
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for the programmer and eliminates the need for a real-time executive (Nielsen and Shu-
mate, 1987:695). “The Ada language enhances transportability by eliminating almost all
dependence on an operating system. Hence, such capabilities as exception handling and
concurrency become programming language features as opposed to operating system fea-

tures” (Bolz, 1986:1).

Ada also provides extensive support for real-time specific needs. Low-level commu-
nication is available at the machine level through the use of representation specifications.
This eliminates the need to write assembly code interfaces to accomplish these tasks. Re-
liability is enhanced in original production by the software engineering support in the
language, in testing by the ease with which Ada code is understood and changed, and in
the operational phase by the use of exception handling. The efficiency of the language
is, of course, dependent on individual compiler and run-time system implementations, but
good results have already been recorded. A distributed flight control system for the F-15
was developed in Ada with only a 10% increase in execution time and a 36% increase in

memory usage over its assembly language equivalent (Westermeier and Hansen, 1985:603).

2.2.5 Potential Problems with the Use of Ada. Despite the fact that Ada was specif-
ically designed for use in a parallel, real-time environment, early research has brought sev-
eral potential problems to light. To begin with, many parallel processing considerations are
not covered by the Ada standard including: “the allocation of processors: static, dynamic,
user-defined, or automatic; the atomicity of distribution: packages, tasks, or procedures;
possible remote operations: rendezvous, activation/termination, remote procedure calls,
and global variables; remote dependencies and exception handling; and general network

topics: encryption, protocols, fault handling, and so forth” (Paulk, 1986).

Another problem is that the parallel features of the Ada language, as currently
defined, seem to imply a tightly-coupled system. The language definition does not provide
explicit tools for connection management in a loosely-coupled environment. There is no
construct available to represent a node in a distributed network, specify a communications
path, or explicitly bind a program unit to a particular processor. There is also no specified

method of memory management for the use of global variables (Paulk, 1986).
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Despite this lack of explicit support, it is still possible to handle them using the
run-time system. A method for this purpose, called Distributed Ada Tasking, has been
considered by (Rourk et al, 1987). This scheme allows Ada programs to be distributed
across multiple processors with the task serving as the boundary unit. All communica-
tion between tasks is handled via the rendezvous. They conclude that the technology
currently exists to implement such a run-time system in a loosely-coupled multiprocessor

environment.

One constraint of the Ada task construct is that it does not support asynchronous
communication. A rendezvous is always blocking for either the caller or called task (de-
pending on whether the entry or accept statement is reached first) (Paulk, 1986). This is
a disadvantage in the case where a designer may want a particular process to simply leave
a message and continue processing. The inadequacy can be overcome using the concept of
a buffering task. This task’s only purpose is to buffer messages from a sending task until
the intended receiving task is ready to accept them. This concept will be explained more

fully in Chapter 3.

A fourth problem with Ada is its lack of explicit hardware fault-tolerance support.
Because of the synchronous nature of task communication, the task construct is vulnerable
to hardware failure {(such as a processor or network crash) during certain periods of the
rendezvous. For example, if a server task is lost after a calling task has made an entry call,
the calling task will remain suspended forever, waiting for the server to respond. Research
into this area of fault tolerance has produced some promising results using timed calls and

selective calls {Reynolds et al, 1983), but more work needs to be done.

A final area of difficulty is the production of an Ada run-time system eflicient enough
for real-time operations. The Ada run-time system is a significant help to the software
engineer, freeing him from having to deal with difficult task management problems such as
allocation, scheduling, and communication. However, the run-time system can be slow and
cumbersome, especially in the areas of task support, memory management, and exception
handling. These systems must efficient if they are to function adequately in a real-time
environment. One possible solution to this problem is to develop hardware support for

each of these functions (Kamrad, 1984). For information on progress in this area, consult
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(Justin and Lattin, 1981; Caruso, 1985; Booch, 1986).

In all fairness to the Ada language and its designers, most of these problems do
not exist in other languages primarily because parallel processing support does not exist
in other languages. As the first widely used language to provide such support, Ada is
undergoing understandable growing pains in this area. Yet, none of these problems are

insurmountable and most can be circumvented using good design technique.

2.3  Tracking Algorithm

A tracking algorithm in the SDI environment must meet two criteria. First, it must
produce as accurate a tracking response as possible. This is necessary because of the high
speed and maneuverability of airborne targets and the extremely precise aiming required by
the laser weapon. Second, it has to present a reasonable amount of computational loading
in order for the system to run within real-time constraints. Highly accurate algorithms
are of little value if processing them takes more time than is available in the frame. A
tracking algorithm based on Kalman filtering techniques can be shown to meet both of

these criteria.

This section begins by presenting the basic mathematics involved in the Kalinan filter.
Following this is a short summary of the research done at AFIT in the use of Kalman filters
for tracking algorithms. That research forms the basis of the example implementation in

this thesis. The final subsection explains the advantages of a Kalman filter design.

2.3.1 Kalman Filter Basics. As stated earlier, a Kalman filter is an optimal recur-
sive data processing algorithm. It is optimal in the sense that error is minimized statisti-
cally; the average results obtained from a Kalman filter will be better, using almost any
criteria, than the average results of any other type of filter. This optimality is dependent

on three assumptions.

The first is that it must be possible to describe the system of interest with a linear
model. Second, the noise in both the system and the measurements must be “white.”
This implies that noise value is uncorrelated in time and has equal power spectral density

value at all frequencies. This assumption is necessary to make the math tractable. Finally,
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the amplitude of this noise must be Gaussian. This assumption makes it possible for the
Kalman filter to propagate all information contained in the conditional probability density
for state variables, conditioned on all neasurements seen, through the first and second order
statistics. While these assumptions obviously do not describe the real world, a convincing
case for them is made in (Maybeck, 1979). It is also possible in many applications to relax

these restrictions when necessary and still retain most of the benefit of the filter.

The following simple example of a sampled-data Kalman filter is taken from (May-
beck, 1979) and (Maybeck, 1988). Assume that the next state of a certain linear system

can be described by the equation:

z(tiy1) = ®x(t;) + Bu(t;) + Gu(t;) (1)

where:

r = system state

¢ = state transition matrix
B = control input matrix
u = control

G = noise input matrix

w = dynamics white noise with mean 0 and covariance matrix Q

and the measurements to be input into the system can be described by the equation:
z(t;) = Hz(t;) + v(ty) (2)

where:

2 = measurement
H = measurement matrix

v = measurement noise with mean 0 and covariance R
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Figure 1. Sampled Data Kalman Filter Block Diagram (Maybeck, 1988)

In addition, P(t;) is the covariance of the error of the estimate of z and will be determined
later. The block diagram for the resulting Kalman filter based upon this model is shown

in Figure 1.

The new measurement z(¢;) enters the system and the filter’s best estimate of what it
should have been is subtracted from it. This prediction was propagated from the previous
best estimate of the system state i(tf_l), where “+” denotes after the measurement at

that time is incorporated, using the following equations:
(t7) = @2(¢f)) + Bu(ti-1) (3)

P(t7) = ®P(t} o7 + GQGT (4)

where ©

—" denotes before the measurement at time ¢; is incorporated. This is projected
by the measurement matrix H into a prediction of the measurement’s variables. The
difference between the measurement z(¢;) and the filter’s prediction of what it should be

is known as the residual r(¢;) and is calculated as:

r(t) = 2(t;7) — Ha(ty) (5)

1
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The residual is then passed through a weighting matrix K'(¢;), also known as the
Kalman filter gain, which adjusts it based on the current confidence in the internal fil-
ter dynamics model relative to the current confidence in the output of the measurement

devices. The Kalman filter gain is determined using the equation:
K(t)) = P(t; YHT[HP(7)HT + R)™! (6)

High confidence in the measurement devices (as expressed through small R values) will
lead to a larger I'(¢;), while higher confidence in the filter’s internal dynamics model will

mean a smaller A'(¢;).

The weighted measurement residual is then combined with the filter’s best prediction
of the systems’ estimated state at the instant before the measurement was taken. The result

is the new best estimate of the current state and is described by the equations:
Bty = 207) + K(6)[=(t) — Ha(t7)) (M)
P(tf) = P(t7) - K(t:)H P(t]) (8)

The basic model just described is for a linear system. A nonlinear system can be
modeled with an extended Kalman filter (EKF). It contains the same sequence of propaga-
tion and update cycles. “A complete EKF derivation involves writing the nonlinear system
dynamics and measurement equations in a Taylor series expanded about the most recent
value of the state estimate” (Tobin, 19%6:18). These state equations are made “linear”
by eliminating all terms above the first order. As a result, the extended Kalman filter
is no longer optimal. However, the use of this model may be necessary in certain situa-
tions in which system dynamics and/or measuring devices exhibit non- negligible nonlinear

characteristics.

2.3.2 Summary of AFIT Research. Research has been conducted at the Air Force
institute of Technology on the use of Kalman filtering techniques for tracking algorithms
since 1978. This summary of that research is abstracted from (Tobin, 1986) and (Tobin

and Maybeck, 1987). Consult these references for the individual sources of research.
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Initial work in this area showed the usefulness of an extended Kalman filter algorithm
for tracking long-range point targets based on forward looking infra-red (FLIR) measure-
ments of intensity over an 8-by-8 array of picture elements (pixels). A four-state filter was
used to model position in two directions (the two dimensions of the FLIR image plane) and
atmospheric jitter in the same two directions. Follow-on research increased the accuracy
of this filter by adding states for velocity and acceleration of the target. The system was
also adjusted to account for target shape effects so that it would no longer be dependent

on the point target assumption.

A significant addition to the original work was the development of an enhanced
correlation algorithm to be used in series with a linear Kalman filter. The correlator
“preprocesses” the input from the forward looking infrared sensor by comparing it with a
target shape template, constructed by the use of a finite memory image averaging technique
(using the filter to assist in centering each image before the averaging occurs). The resulting
position information output by the correlator is in the form of a linear offset from the center
of the field of view. The information can therefore be fed directly into a linear Kalman
filter. The cascaded algorithms cause considerably less computational loading than a

corresponding extended Kalman filter design.

Up to this point of development, the algorithm performed extremely well for relatively
benign (slowly maneuvering) targets, but could not adequately track target maneuvers in
excess of 5 g’s. A different approach was needed to handle targets that could display a
wide range and rapid variation of maneuvering characteristics, by allowing rapid change in
the bandwidth and field of view of the tracker. The result is the multiple model adaptive
filter (MMAF). The block diagram for this filter is shown in Figure 2.

An MMAF for this application consists of a group of independent Kalman filters,
each of which is tuned for a different model of expected target behavior. In Figure 2, the
values ay, as,..., a; correspond to specific assumptions about the model upon which that
filter is based, expressed in terms of discrete values that model-defining parameters can
assume. Incoming measurements are fed into each of the filters in parallel. The resulting
residuals from all of the filters are fed into a hypothesis conditional probability computation

algorithm, to evaluate the probabilities that each of the elemental filters is the “best™ one
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Figure 2. Multiple Model Adaptive Filtering Algorithm (Tobin and Maybeck, 1987)
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to use to track the target currently, conditional on the history of measurements seen. The
reasoning is that the filter with the residual most in consonance with the filter-computed
residual covariance of [H P(t7 )HT + R] (see Equation (6)) will be the one using a dynamics
model closest to the actual track of the target and should be the most heavily weighted.
The output from this algorithm is a weighting scheme that combines the current state

outputs from all of the filters into a single result.

Two methods have been tested for producing the final state estimate. The first,
known as the Bayesian MMAF, generates a probabalistically weighted average of the out-
puts from all of the filters, as displayed in Figure 2. The second, the Maximum A Posteriori
approach, does not use the state outputs of all the filters. It simply selects the output of
the filter with the highest computed probability. In both cases, the result is a tracker able
to handle very dynamic targets without sacrificing high resolution for benign trajecto-
ries. In either case, the hypothesis conditional probability is calculated using the following

equation:

Pa(ts) = Freanzition)(Zilak, Zio1 ) Pr(tizr) )
Yot Frniazition)(Zilag, Zioa ) Pr(tiza)

where the density that appears in the equation is described as:

exp[—1/2rT (t:) A7 (8:)re(t:)]

Zilag, 4;-1) = 10
fz(t.)‘a,z(!.—l)( ,ak 1) (27T)m/2|Ak(t‘—)|1/2 ( )
where Ag(¢;) is generated in the kth Kalman filter as:

Ax(ts) = () Pt HE (6) + Re(ti) (11)

2.3.3  Advantages of a Kalman Filter Based Algorithm. The Kalman filter based
tracker meets both of the criteria presented at the beginning of this section. The algorithm
is accurate, having shown an order of magnitude improvement in tracking performance
over currently used correlation trackers. In addition, the recursive nature of the filter
makes it unnecessary to store and reprocess previous measurement information after each

new measurement is taken. This results in a large reduction in computational loading and
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storage requirements. On-line computing requirements can be reduced even further because
of the separability of the mean and covariance equations. This allows the covariances and
optimal gains of each of the elemental filters in Figure 2 (Equations (4), (6), and (8)) to

be precomputed and stored.

2.4 Chapter Summar
P )

The three major components of this research are a parallel multiprocessor hardware
architecture, the Ada programming language, and a Kalman filter based tracking algo-
rithm. Parallel processing was chosen because it provides the most promise for meeting
the massive computational needs of SDI simulation and real-time systems. In addition,
the use of parallel machines can result in increased reliability, the possibility of incremental

growth, and an overall decrease in system cost.

The Ada programming language was selected because of its explicit support for em-
bedded real-time systems including specifically designed constructs for: parallel processing
(the task), error handling (the exception), and direct interface with hardware devices (the
representation specification). In addition, Ada is an advanced third generation high-order

language with extensive support for modern software engineerine practices.

The Kalman filter based tracking algorithm was selected as an example problem
because it, and its associated simulation program, are representative of the types of software
developments SDI will encounter on a larger scale. In addition, the multiple model adaptive
Kalman filter system being studied at AFIT is a superior tracking algorithm both in terms

of accuracy and computational loading.




IIl. Parallel Software Engineering Guidelines

This chapter offers a comprehensive set of guidelines for parallel analysis and design
with an eve towards final implementation in the Ada language. The first three sections are
concerned with problem analysis and the last three with system design. The first step is
to decompose a problem into independent components which can be parallelized. Section
1 explains three methods for doing this. Once the problem is decomposed, the individual
processes must be mapped to a corresponding construct in the implementation language.
Section 2 outlines the different types and levels of partitioning and explains why the task
is the best level for Ada. Section 3 is an overview of the features of Ada tasks. Section 4
describes a new method of real-time process control called data driven design. Section 5
applies the software engineering principles described in Chapter 2 to a concurrent software
environment using the task as a basis. Finally. Section 6 outlines a methodology suited to

the design of concurrent software in Ada.

3.1  Problem Decomposition

The first step in any parallel software project is to determine how the problem can be
decomposed into independent processes. This section describes three methcds of problem
decomposition. The terminology developed in (Quinn, 1986) is used to provide a com-
mon basis for definition. The three methods are: relaxation, pipelining, and partitioning.
Following a description of these methods is a discussion of the issues affecting decom-
position, including the factors that limit parallel efficiency and the objectives of a good

decomposition.

3.1.1 Methods of Problem Decomposition. Westermeier identifies two methods of
problem decomposition for real-time systems (Westermeier, 1981). One method consists
of dividing processing into independent functions. Fach of the resulting processes operates
on the same input data and performs a complete function. Quinn calls this type of de-
composition relaxation because the processes are not dependent on data inputs from each

olhier, and no synchronization is required between them (Quinn, 1986:60).
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This type of decomposition is ideal when multiple tasks are being performed in the
same system at the same time. This is a common occurrence in real-time systems. Re-
lating the resulting algorithm to the single processor case, “each of the parallel processors
executes the mainstream functions of the uniprocessor, but in smaller amounts” {Wester-
meier, 1981:1014). Given a constant sample rate, this type of parallelization will result in

a shorter frame time.

The other method proposed by Westermeier consists of dividing the problem into
functions that follow each other sequentially. Each process performs its portion of the
computation on data received from the one before it and passes the results to the one
that follows it. Quinn calls this pipelining and emphasizes that all segments must produce

results at the same rate or the system will bottleneck at the slowest process (Quinn,

1986:58-59).

Pipelining works well for problems where complex operations must follow each other
sequentially. The sequential nature makes it impossible to decrease the overall frame time
because a single data set will still require the same overall amount of processing time.
However, once the pipeline is full, results will emerge at a faster rate, making it possible

to increase the sample rate (Westermeier, 1981:1013).

There is also a third method of problem decomposition. Quinn calls it partitioning.
Instead of each processor performing different computations, a group of processors works
simultaneously on subparts of the same problem. The results are combined in a final
step to form the solution (Quinn, 1986:59). This method differs from the other two in
that partitioning is done by dividing the problem data domain rather than its algorithmic
functions. The result of the divided data domain is called the grain, and grain size has an

important effect on the efficiency of the resulting code (Fox et al, 1988:43).

Partitioning is most effective for homogeneous operations performed on relatively
large data sets. Typically these can be identified through iterative structures. Stone ex-
plains, “in typical applications the bulk of the speedup obtained from parallelism is through
the parallel execution of loop iterations” (Stone, 1987:375). He provides a method for iden-

tifving areas of a program where partitioning can be used. First, find the ioop or recursion
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structures in the program. Find the instructions that account for the most processor time
and split the regions across n processors. Finally, add the necessary synchronization and

data transfer to complete the problem (Stone, 1987:334).

In general, there are three methods of decomposing software for parallel computation.
Relaxed algorithmms can be used for asynchronous operations of processes that do not
depend on data from one another. Pipelined algorithms are used in those cases where
a problem can be divided functionally into separate blocks, each of which receives data
from the previous block, processes it, and passes it on to the one that follows. Finally,
partitioning can be used for problems where homogeneous operations are performed on
large data sets. Each of these methods will result in speedup over sequential equivalents
if used in the proper contexts, but they are all subject to the decomposition limitations

described in the next section.

3.1.2  Decomposition Issues. There are three major limiting factors that impact the
decomposition of a problem and the efficiency of parallel software. The first, and in most
cases the most significant, is the computational overhead added by parallel software. This

overhead comes in one of three forms: tasking, communication, and synchronization.

Tasking overhead is a function of the number of independent processes in the system
and the efficiency of the run-time environment. It consists of “the work required to generate
the task, to enqueue it while waiting for a processor, to dequeue it when a processor
becomes available, and to log the completion of the task so that some barrier can be

passed when all tasks are completed” (Stone, 1987:338).

Communication overhead is a function of the amount of data that is passed between
individual processes and the efficiency of the communications medium. Commuuications
overhead fits into one of two categories. The first is that which is inherent in the program-
ming language. In Ada, this includes the computational costs of subprogram invocation,
task rendezvous, task activation/termination, and data reference/modification (Chow and
Feridun, 1986:10-12). These costs are relatively constant throughout the execution of the

program.

Tne second type of communication overhead is the computational cost and time

31




delay incurred by physical message passing. This is essentially nil on a shared memory
machine, but can be very significant on a loosely coupled system. It includes: “virtual
line time, queueing at the port queues on the route in a store and forward network, and
the processing, waiting, and queueing time of the corresponding process and its processor”

(Williams, 1983:404).

Finally, synchronization overhead is a function of the number of times individual
processes must suspend operations in order to communicate with other processes and the
amount of time they spend in that suspended state. The result is idle processor time. The

efficiency of the load balancing has the greatest effect on this type of overhead.

The second limiting factor in parallel speedup is the percentage of sequential oper-
ations in the problem that cannot be parallelized in any manner (Quinn 1986:61). These
sequential operations must be performed on a single processor while others are held idle.
This reduces the efficiency of the overall algorithm. It also adds significantly to synchro-
nization overhead as other processors are locked waiting for th. completion of sequential

code.

The final limiting factor is contention for data. This is a result of several processors
requiring access to the same global data element at the same time (Quinn, 1986:61). On a
shared memory machine, processes queue up to obtain the data, resulting in a serialization
of the parallel tasks. On a loosely coupled system, data contention results in increased
message passing and increases the possibility of multiple copies of the same global variable
existing in different states. This effect is called software lockout and must be minimized

whenever possible.

With these limiting factors in mind, Williams suggests four objectives that must be
met to perform effective problem decomposition. The first is to minimize interprocess com-
munication. This objective can be partially met by clustering functions that communicate
frequently into a single task (Williams, 1983:404-405). Additionally, careful partitioning

and assignment of data structures will reduce the need for data transfers.

The second objective is load balancing. Here, task allocation is critical. Tasks

must be scheduled to ensure the overall computational load on each processor is as equal
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as possible. Two types of task allocation exist: static decomposition, where tasks are
generated and scheduled before execution, and dynamic decomposition, where tasks are
generated by the program during execution. In general, dynamic decomposition allows
for more efficient task scheduling (Quinn, 1986:61-62). Efficient static decomposition is

possible using a partitioning method such as that developed by (Chow and Feridun, 1986).

The third objective is to ensure that each processor meets minimum processing re-
quirements. The grain size of each partition must be sufficient to warrant its inherent par-
allel overhead. Also, processors must have access to sufficient processes so that there will
always be one available to execute while others are blocked waiting on messages (Williams,

1983:405).

The final objective applies only to loosely coupled architectures. In the case where
significant physical distance separates processors or where network limitations result in
having to pass messages though intermediary processors, tasks with communications re-
quirements should be allocated as close as possible to those with which they communicate

(Williams, 1983:405).

The degree to which these objectives are met will determine the overall efficiency of
the parallel algorithm. Because of these additional considerations, the fastest sequential
algorithm is not always the best candidate for parallelization. Often slower sequential
algorithms will lend themselves to better decomposition (Quinn, 1986:62). With these
decomposition objectives in mind, the next section evaluates the various levels at which
the Kalman filter tracking algorithm can be decomposed and what the most appropriate

method is at each level.

3.2 General Partitioning Strategy

Once the problem is decomposed, the designer is left with a group of problem frag-
ments. Each of these fragments can be performed independently and may communicates
with other fragments at specified times. The next step is to map these fragments into soft-
ware constructs suitable for parallel operation. This is known as partitioning. The type

of constructs available for partitioning will be dependent on the programming language
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selected for the implementation. This section discusses the options available for partition-
ing and explains why using the pre-partitioning strategy with the Ada task is the superior

method of partitioning in Ada-based designs.

3.2.1 When to Partition. There are two times in the development process when
software can be partitioned. The two corresponding strategies are known as pre-partitioning
and post-partitioning. In post-partitioning, the program is designed and written as if for
a single processor. After the program is completed, the desired partitioning is specified
using separate software tocls or is accomplished automatically by the distributed operating
system (Hutcheon and Wellings, 1987:72). Pre-partitioning begins at the very start of the
design process. A particular construct of the programming language is selected as the basis
of parallelization and used to encapsulate each of the system parts that will run in parallel

(Hutcheon and Wellings, 1987:72).

Several advantages are claimed for the post-partitioning strategy. One is that it
promotes portable software by making it possible for the same program to be mapped
onto different hardware configurations. Another is that, because the program is written
as if it were to run sequentially, there are no restrictions on how the language is used.
Finally, there is concern that the Ada language does not contain facilities for specifying
the configuration of the software over the underlying hardware (Hutcheon and Wellings,

1987:72).

Automated post-partitioning, where the distributed operating system partitions the
sequential program without intervention from the designer, would be the ideal situation.
However, such an operating system would have to be extremely sophisticated to achieve
efficient load-balancing, and the resulting overhead might make it unsuitable for real-
time systems. In addition, automated partitioning could not take full advantage of the
parallelism inherent in certain problems as Fox et al explain, “algorithms are often very
different in their sequential and concurrent forms, and compilers cannot be expected to
deal with such basic restructuring” (Fox et al, 1988:27). Real-time systems would require
even more sophistication due to the critical timing constraints on portions of their software.

The operating system would have to be aware of these when it made its load-balancing




decisions. In any case, no such operating system currently exists nor is one likely to be

developed in the near future (Chow and Feridun, 1986).

Manual post-partitioning is possible using tools such as Honeywell’s Ada Program
Partitioning Language. This language allows the mapping details to be expressed in a spec-
ification completely separate from the program (Cornhill, 1984b). However, the feasibility
of the tool remains to be demonstrated. In addition, the writing of a separate specification
entails additional workload, which may not be justified. Important design decisions such
as partitioning should be made early in the design phase when their effect on system op-
eration can be estimated and included in the design. This is important because potential

distribution may affect system interfaces (Hutcheon and Wellings, 1987:74).

Correct use of the Ada language in the pre-partitioning strategy can provide all of the
advantages claimed for post-partitioning. Operations that lead to hardware dependency
in a parallel system, such as task synchronization and dispatching, storage management,
and exception handling, are handled in Ada by a machine-specific run-time environment
and not compiler-generated code (Baker, 1985:Ch4,4). As a result, concurrent software
written in Ada is not hardware dependent because the hardware dependent operations are

left to the system’s run-time environment.

Concern about restrictions on language use in this strategy are also unfounded. Al-
though Ada code must be encapsulated in the task construct to run concurrently, the
uniformity of the language reduces the impact this has on the programmer’s productivity.
For example, task entry calls mimic procedure calls and can be used in the same manner
procedure calls would be used in a sequential program. With the task, all operations are
available that would be available in a corresponding sequential program. Therefore, the

use of the task construct places no unreasonable restrictions on the programmer.

The lack of configuration facilities in Ada can be overcome through the use of data
driven design. Rather than depending on a separate cyclic executive, which would require
configuration facilities to schedule and control independent tasks, data driven design de-
pends on the run-time environment scheduler to control access to processors, based on

which tasks are ready to run and their relative priorities. Because the Ada rendezvous
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mechanism blocks tasks that are awaiting data, the flow of data through the system de-
termines which tasks are ready to run (SofTech, 1986:Ch2,20). By controlling this flow of
data, the designer can control the scheduling of tasks without extra-language configuration

management facilities.

Pre-partitioning is the superior strategy for parallel design in Ada because it pro-
motes early examination of critical design issues and eliminates the overhead of separate
partitioning specifications. In addition careful design can yield all of the benefits of the

post-partitioning strategy.

3.2.2 How to Partition. Given the pre-partitioning strategy and the Ada language,
(Cornhill, 1984a) suggests four language levels at which partitioning can occur. Two of
these, partitioning on any source program construct and extending Ada, require facilities
outside of those provided by the Ada language. Because these facilities are currently
unavailable or untested, these two methods will not be considered here. Of the remaining
two methods, the first consists of writing a separate program for each processor. This
method was commonly used in the past because of a lack of language constructs designed
specifically for parallel processing. It is inefficient and has many disadvantages. First,
this approach ties the software closely to the underlying hardware. If the hardware is later
changed, the software must often be redesigned and rewritten. Any attempt at reallocating

functions among processors will also require redesign (Cornhill, 1984b:364).

Another problem is that much of the reliability gained from the use of high order lan-
guages is lost. In Ada, semantic rules are enforced by the compiler only within a program
and not across program boundaries (Cornhill, 1984b:364). Compilers may even generate
different internal structures for logically identical data types in each of the programs lead-
ing to hidden problems when data is exchanged between them. Finally, communications
capabilities in the Ada language are strong for passing data within programs, but the
only facility available for communication between programs is inefficient and difficult I/O

transfers (Cornhill, 1984a:155).

The other possible alternative is to partition on task boundaries by encapsulating

the code representing each problem fragment within a task. The entire system is contained

36




within a single program with the task acting as the basis for concurrency. This method
increases soltware puitability, and reallocation of functions within the program can be
handled by the run-time environment or with only localized changes to the affected task.
The fact that the whole system is contained within a program allows for the full range of
semantic checking and makes Ada’s extensive communication capabilities available to the

programmer.

Hutcheon and Wellings suggest that for a language construct, such as the task, to
be effective as a partitionable boundary it must support: separate compilation, exception
handling, and dynamic instantiation without reinitializing the entire system (Hutcheon
and Wellings, 1987:72). Tasks support dynamic instantiation and exception handling.
Although tasks are not separately compilable, separate compilation can be supported by

encapsulating each task within its own package.

Partitioning on task boundaries is superior to writing separate programs for each
processor because of software portability, increased reliability, and better communication
capabilities. All the requirements for a boundary construct can be met by encapsulating
tasks in Ada packages. Therefore, this research will be based on the pre-partitioning
strategy using tasks encapsulated in packages as the concurrent process boundaries. The

next section explains how tasks are used to abstract problem fragments.

3.3 The Ada Tuasking Paradigm

The existence of the Ada task construct is the language’s primary advantage in the
development of parallel systems. “Ada is the first widely used programming language to
provide concurrent programming facilities” (Burger and Nielsen, 1987:49). Most other
high-order languages require the programmer to go outside the language and use host
operating system facilities or specially written assembly language routines to meet the
requirement of independent operation, synchronization, and inter-process communication.
This increases Lhe complexity of the programming task and decreases the portability and

maintainability of the resulting code (Booch, 1983:232).

The use of Ada eliminates the need to go outside the language. The task itself is
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the unit of independent operation, and the rendezvous provides for synchronization and
communication. However, “these facilities are quite uniike the services provided by a
typical run-time executive or operating system” (Burger and Nielsen, 1987:1-49). The
differences have an important effect on the design and are the subject of this section. The
first part is an overview of the task construct and its use. The last three parts describe

the rules of tasking in the context of a task’s life cycle.

3.8.1 The Concept of Tasks. Ada tasks are specified and created as data objects
with the same scope and life-time rules as any other type of data object. Two differences
between tasks and other data objects are that tasks may contain local data objects, and
they are executable program units (Baker, 1985:2). The specification of tasks as data
objects has several advantages. The first is the increased ease of programming made
possible by the consistency with the data model. The programmer who is familiar with
data types and objects does not have to learn a new specification system. Also, the use of
task tyvpes allows for multiple declarations of identical tasks without having to write copies
of the same code multiple times. Task types serve as templates for task objects in the
same way that data types serve as templates for data objects (Cherry, 1984:58). Finally,
the number of tasks in existence can be managed at run-time by dynamically creating and

removing task objects using the allocator.

Each task follows an independent thread of control and is capable of operating asyn-
chronously throughout most of its lifetime. Exceptions to this rule occur when it commu-
nicates with another task (a rendezvous), at the start and end of activation (when it must

be synchronized with its parent), and at termination (Baker, 1985:3).

Tasks exist in one of four states: running, ready, blocked, or terminated. Running
tasks are currently assigned to processors. Ready tasks are awaiting assigninent to a pro-
cessor. Blocked tasks are delayed or awaiting rendezvous. Terminated tasks are completed
and require no further processing (Booch, 1983:237). The scheduling of ready tasks is
handled by the run-time system. The programmer has some control over the method of
scheduling through the use of static priorities which may be assigned to tasks in the coding

stage (Baker, 1985:10).
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The Ada task is an abstract model of concurrency that does not depend on the details
of the underiying hardware. Ada tasks are always logicalty concurrent even if there are
insufficient underlying physical processors for each task to operate simultaneously. If the
number of tasks is greater than the number of processors, logical concurrency is created by
the scheduler interleaving execution of the workload over the available physical resources.
Logical concurrency is a distinct advantage to the designer who is free to abstract all
the concurrency in the problem without knowing how many processors will eventually be
available. It also increases the portability of concurrent programs from one size parallel

system to another (Cherry, 1984:48).

The life cycle of the task can be divided into three parts: creation, operation and
communication with other tasks, and completion. These three stages of the life cycle are

the subject of the next three subsections.

3.3.2 Task Creation. Task creation consists of two parts: elaboration and activa-
tion. Elaboration takes place on the task specification and body and is the equivalent of
the elaboration of a data object. In the case of a task, it establishes an entity that can be

used to define execution of a task from that point on (Cherry, 1984:30).

The activation of a task occurs on the declarative part of the task body including any
local data objects and the elaboration and activation of any local tasks (Baker, 1985:11).

After activation, the task immediately begins processing its sequence of statements.

There is an important distinction between the invoking of subprograms and the cre-
ation of tasks. “The executions of task bodies are invoked automatically; but the execution
of the procedure body must be invoked by an explicit procedure-call-statement” (Cherry,
1984:37). As a result, “the processor completes activation of the master’s dependent tasks
before it executes the first statement following the master’s declarative part” (Cherry,
1984:36). These timing relationships must be carefully considered by the designer. A task
can be made to initiate like a subprogram by making the first statement in the task an
accept block. This causes the task to wait until the corresponding entry is called before

beginning processing.

Tasks are not separately compilable and must be encapsulated in a subprogram or
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package. Blocks and other tasks can also be parents of tasks. Tasks can be created in
one of two ways: staticaliy or dynamicaiiy. Static task creation occurs during elaboration
of the parent’s declarative part through a task declaration or an object declaration of a
task type. This happens during importation of packages, invocation of subprograms, upon
entering a block, or during activation of the parent task. Tasks are created dvnamically
through the use of an allocator for a task type. Dynamic allocation provides additional

flexibility for task management during run time.

3.3.3 Task Synchronization (The Rendezvous). Once a task is activated, it begins
to run automatically. If it operates completely independently, without need for communi-
cation with any other process, u task can complete its assigned processing and terminate
without further hindrance. If, however, the task needs to communicate with another pro-

cess, the Ada language provides the rendezvous for that purpose.

The rendezvous synchronizes two tasks, temporarily suspending their independent
threads of control, in order to pass information between them (Nielsen and Shumate,
1988:21-22). The communication process begins when a calling task calls another task’s
entry. Entry declarations specify points at which tasks may be called and are similar
to procedure specifications. Each entry in a task is matched by an accept block in the
task body. This block contains the instructions that will be executed each time a call is

accepted. This block is roughly the equivalent of a procedure (Cherry, 1984:85).

Once a calling task calls an entry, it is suspended from operation until that call can
be accepted by the called task. When the call is accepted, any parameters are transferred
and the accept block is executed. Upon completion of the block, the two tasks are released
to resume their separate threads of control. If multiple calls are made to the same entry,
the calls are queued at the entry and serviced, one at a time, on a first-come first-served

basis each time the called task reaches the accept block (Nielsen and Shumate, 1988:22).

On the other hand, if a task reaches an accept block without being called, it is sus-
pended until an entry call is received that matches that block. Although the rendezvous is
a convenient form of synchronization, the designer must be careful of the possible occur-

rence of deadlock caused by a task waiting on an entry that is never called or calling an
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entry that is never answered.

The asymmetry of the Ada rendezvous also affects design decisions. The calling task
knows the name of the task it calls. The called task, however, does not know who is calling
it. In addition, a calling task may only wait on a single entry queue while a called task may
have multiple callers waiting in several accept queues. These factors must be considered
by the designer when deciding which tasks will be active (call other tasks) and which will

be passive (provide service to other tasks) (Nielsen and Shumate, 1988:22-23).

3.3.4 Task Completion. The final phase of the task cycle is termination. Termi-
nation is the third synchronization point in the life of a task. The effect of this last
synchronization is determined by the concept of task dependency. A task is always de-
penaent on a master construct which can be either another task, a block, a subprogram,
or a library package. Tasks created by an allocator depend on the master that elaborates
the task’s access type definition while other tasks depend on the master whose execution
created the task object. The master may not terminate before all of the tasks that depend

on it have terminated (Flynn et al, 1987:55-56).

A task can terminate in one of three ways. If it has no dependent tasks, it completes
after executing the last statement in its sequence of statements. If there are dependent
tasks, the task may complete after the execution of its last statement and the termination
of all of its dependent tasks. A third method of termination is the use of the terminate
clause in a select statement. If a task reaches an open terminate statement, its master has
reached the end of its sequence of statements, and every other task that depends on that
master is completed or waiting at a terminate statement, then all tasks that depend on

that master will be terminated together in a termination wave (Flynn et al, 1987:57).

Task termination rules add additional considerations to the design. The designer
must ensure that all dependent tasks are properly terminated, or a master unit may be-
come deadlocked. Also, if the order of termination is important, it must be controlled
through careful selection of master/task dependencies and/or judicious use of the termi-

nate statement.
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3.3.5 Summary. The Ada task construct is ideal for abstracting concurrent oper-
ations into independent processes. It eliminates the need for operating system calls or
assembly language routines to control parallel operations. Tasks operate asynchronously
except during activation, rendezvous, or termination. This independent operation ensures
parallel programming efficiency, but the resulting non-deterministic nature of the tasks

must be carefully considered by the designer.

During activation, tasks can be kept from beginning too soon by making an accept
the first statement in the task. This will effectively block the task from continued operation

until it receives an entry call from a designated controller task.

Synchronization during operation is accomplished with the rendezvous. Its use should
be kept to a minimum because of the associated run-time overhead, and because syn-
chronous operation inherently limits the efficiency of parallel programs. Use of the ren-
dezvous also raises the possibility of deadlock if entry calls go unanswered or tasks wait
on accept statements whose entries are never called. The next section explains how well-
known principles of software engineering can be applied in the multitasking environment

to reduce the cost of synchronization and avoid deadlock.

3.4 Multitasking Design Issues

The application of structured design principles in the detailed design phase of a
sequential implementation has been shown to lead to greater ease in system development
and result in more modifiable, maintainable code (Yourdon, 1979). These principles can
produce the same results in concurrent design if they are expanded to include multitasking
concepts. This section begins by examining how the most important of these principles,
cohesion and coupling, can be applied in the concurrent domain. It continues with an
explanation of how intermediary tasks can be used to enforce loose coupling. Finally, the

overhead of the tasking model is outlined to show its inherent computational costs.

3.4.1 Concurrent Coupling and Cohesion. Cohesion describes the strength of as-
sociation between elements within a module, while coupling describes the strength of as-

sociation between different modules (Yourdon, 1979:93). It is generally accepted that

42




strong cohesion and loose coupling leads to more structured design, easier modification,
and higher maintainability. Although the task does not meet the strictest definition of a
module because it cannot be called by another module and is not separately compilable,
these restrictions can be relaxed to allow the application of the concepts of cohesion and

coupling in a concurrent environmert ( Nielsen and Shumate, 1988:137-139).

The idea of colesion can be applied to tasks in the same manner as more standard
modules, but the coupling concept must be adjusted to account for the special interdepen-
dencies that result from concurrent operations. In this context, coupling can be considered
at two levels: between subprograms and tasks and strictly between tasks. In the former
case, coupling can be evaluated in the standard way as if between any two modules (Nielsen

and Shumate, 1988:139). The latter case requires additional definition.

The differences in the concept of coupling during concurrent operations manifest
themselves in the case of task to task interaction. Nielsen and Shumate call this “concur-
rency coupling” (Nielsen and Shumate, 1988:140). Tasks are considered tightly coupled
if one calls the other’s entry directly. There are various degrees of tightly coupled tasks.
The tightest occurs during a rendezvous where in out or both in and out parameters are
included in the call. In this case, the calling task requires a reply and the two tasks must
remain synchronized for the entire period of data transformation. A lessor amount of cou-
pling occurs when only in or out parameters are in the call. Here, the two tasks are only
synchronized long enough for data to be copied from one to the other. A parameterless

call represents the least amount of coupling (Nielsen and Shumate, 1988:140-141).

Tight coupling should be avoided whenever possible because periods of synchroniza-
tion eliminate independent operation and thus reduce the efficiency of parallel processing.
Loose coupling is achieved through the use of intermediary tasks between the caller and
called task pair. These tasks perform a buffering function to ensure that the two main
tasks can continue processing unhindered by unnecessary synchronization time (Nielsen

and Shumate, 1988:142).

3.4.2 The Use of Intermediary Tasks. Nielsen and Shumate identify three varieties

of intermediary tasks. A buffer task is a server only. It contains an entry to accept data




from a producer and an entry to provide data to a consumer upon request. In between
producer and consumer calls, the data is stored internal to the task, usually in a queue. A
transporter is strictly an active task. It requests data via an entry call to the producer task
and then outputs the data via an entry call to a consumer. A relay task is a cu.nbination
of the two. It waits until called by the producer and then immediately calls the consumer

{Nielsen and Shumate, 1988:142-143).

Intermediary tasks are used in various combinations to achieve the desired degree of
coupling between producer and consumer tasks. They are also useful to control caller/called
relationships. For example, two tasks that operate at different speeds can be effectively
uncoupled using a buffer task. The producer calls the buffer as soon as data is ready
to output and then resumes processing. The data is stored in the buffer task until the
consumer is ready to accept it. The efficiency of the parallel algorithm is reduced only
by the time necessary for each task to synchronize with the buffer. A further increase in
efficiency is possible by introducing transporter tasks on either side of the buffer. The
transporter tasks are always waiting to communicate with producer and consumer and
absorb the overhead of communicating directly with the buffer (Nielsen and Shumate,

1988:155).

Other combinations of intermediary tasks are possible and should be tailored directly
to specific design requirements. A good concurrent design should have a balanced use of
intermediary tasks with no cyclic dependencies and a minimum amount of busy waiting.
It should also minimize the amount of processing done during a rendezvous (statements
within accept blocks) and ensure appropriate modes are used for entry parameters (Nielsen
and Shumate, 1988:140). The use of intermediary tasks is an excellent tool, but it does not
come without costs. Task generation and rendezvous is a source of significant overhead

and must be considered in the design.

3.4.3 Tasking Overhead. The need to reduce task coupling must be balanced against
the resulting overhead of the intermediary tasks. “This overhead includes task activation
and termination, task scheduling and dispatching, context switching, propagation of ex-

ceptions, selection of an open entry in a selective wait statement, queueing management
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of entry calls, and allocation of task control blocks™ (Nielsen and Shumate, 1988:156).

The amount of overhead associated with each of these operations is dependent on the
specific run-time system implementation, but it will always be significant. One study done
by Burger and Nielsen was done using DEC Ada on a Vax 8600. All results were normalized
to the overhead of a procedure call as a representative baseline of what an equivalent se-
quential program would experience. The simple act of task activation and termination was
found to cause 178 (imes the overhead of a procedure call. while a producer-transporter-
buffer-transporter-consumer data transfer such as that previously described required 204
times the overhead (Burger and Nielsen, 1987:56). Even a single rendezvous is computa-
tionally intensive. A study by Baker show:s that a parameterless entry call generates 15

times the overhead of an equivalent procedure call (Baker, 1985:6).

These studies were done using single processor implementations, and some of the
overhead can be attributed to context switching. Multiprocessor implementations will
experience less of this type of overhead but will have to contend with interprocessor com-
munication time. A shkared memory machine has an advantage in this area because its
interprocessor communication time is nominal. Therefore, an efficient shared memory

implementation should result in lower overall overhead compared to these figures.

The overhead attributable to each of these activities will vary depending on the
hardware architecture and the particular run-time implementation. The designer should
take careful note of the extent of this overhead and consider it carefully in all of his
parallel design decisions. The next section explains how the use of Ada tasks supports a
new concept of process control called data driven design. This method allows for superior

scheduling efficiency and minimizes overhead.

3.5 Data Driven Design

In the past, most real-time systems have beer developed using the concept of a cyclic
executive. The cyclic executive runs as a master process, directly under the control of the
operating systemn, and handles the scheduling of all other processes. Scheduling is done

in a deterministic fashion based on a task list preset by the programmer in the initial




coding of the system (SofTech, 1986:Ch2,1). Before it is installed, the preset schedule is
optimized by the programmer to meet timing and processing requirements and to match
the particular hardware configuration at hand. This method of handling real-time control
is very inflexible due to the hardcoded nature of the task list. It has little ability to adapt
in order to take advantage of processor idle time, hardware upgrades, or changes in time

or processing constraints.

The use of a cyclic executive was necessary in the past because commonly used
programming languages had no inherent concurrent control features. The Ada language
makes an alternate real-time control concept possible. It is called data driven design
(SofTech, 1986:Ch2,20). In Ada, scheduling of tasks is accomplished by the run-time
system scheduler, based on which tasks are in ready status and their relative priorities.
Whether a task is ready or not depends on whether it is blocked for rendezvous or has all
the data it needs to continue processing. Scheduling control is applied to the system by
the flow of data. Additional control for high-priority tasks is available through the use of

the Ada priority pragma.

Data driven design results in minimum processor idle time because ready tasks do not
have to wait for the start of their frame time as in the case of the cyclic executive. Instead,
they are scheduled as soon as a processor is available. In addition, data driven designs
adapt automatically to changes in hardware resources, timing or processing requirements
because scheduling decisions are made in real-time by the run-time system based on the

availability of data and processing resources.

The data driven design is sensitive to changes in the data flow. Here, automatic
adaptation is impossible. However, if the designer has carefully modularized data entry
points at each task and followed the principle of loose concurrent coupling, all that is
necessary is a change in the entry points and intermediary tasks to reflect the new flow of

data.

This method also eliminates the need for time frames and, therefore. the possibility

of frame overrun. On the other hand, timing problems are still possible it processing

requirements outpace available processing resources. Because high priority task- .ie always




scheduled first, any timing problems will show up in low priority tasks first (SofTech,
1986:Ch3,8). The result is a throughput problem in the overall system. Since the processor
idle time is already at a minimum, the only way to solve this problem is by increasing

processor resources or decreasing computational demand.

Given the correct design methodology, the concepts of data driven design can be built
directly into the applications software. This eliminates the need for a cyclic executive and
reduces the workload on the programming team. A suitable design method is described in

the next section.

3.6 Software Design Methodology

Having completed the analysis portion of the life cycle, a comprehensive software
design method is now necessary to complete the abstraction from the problem space to a
design implementable on a digital computer. This method must be compatible with each
of the decisions made in the earlier phases of the project. In this case, the problem is a real-
time system. This places several requirements on the design method. “Real-time designs
typically include a set of concurrent processes that operate asynchronously to accommodate
the different speeds of the various hardware devices” (Nielson and Shumate, 1987:695).
“The processes usually have to communicate, and synchronization points are included in
the designs to provide for message passing and protection of shared data” (Nielson and
Shumate, 1987:695). “The software design must also identify algorithms, data structures,
and control structures to convert input data to internal data representations and output
data” (McGee, 1987:5). There must be a method of identifying units of compilable code

and designing error detection and recovery (McGee, 1987:5).

The selection of Ada as the software programming language places its own demands
on the design. “Ada requires a new design method for real-time systems since it differs from
conventional language/executive combinations in two important ways: (1) concurrency
and process communication are inherent in the language and do not require a separate
real-time execcutive; and (2) the nature of the tasking model is diffcrent from current

popular approaches for task scheduling, communication, and synchronization” (Nielson

47




and Shumate, 1987:696). Finally, the methodology must support software pre-partitioning

at the task and package level.

Most commonly used design methods fall short in one or more of these areas. One
that was specifically developed for designing large, real-time distributed systems in Ada is
the Layered Virtual Machine/Object-Oriented Design (LVM/OOD) method. It provides
capabilities for describing concurrent processes and the communication between them. It
also supports real-time considerations within the same design tools. Its basis for concurrent
processes is the Ada task, groups of which are encapsulated into packages. The rest of this
section is an overview of LVM/OOD abstracted from (Nielson and Shumate, 1987) and
(Nielson and Shumate, 1988). The following is meant only as an overview and the above

sources should be consulted for more specific information.

3.6.1 Overview. Good software design requires the successful integration of two
components: algorithms and data structures. Both of these components are of equal
importance, but they often raise differing concerns. LVM/OOD deals with these concerns

by combining two design concepts: layered virtual machines and object oriented design.

Layered virtual machines are abstractions of algorithms into independent processes
capable of operating in parallel. These processes are virtual because they are not associated
with underlying hardware. The run-time environment is responsible for the binding of
processes to processors. The use of layering creates a hierarchical set of modules that defer

implementation details and support information hiding.

Object oriented design balances the usual emphasis placed on functional design.
0OD is used to abstract problem space objects into software data structures and their
associated operations. Object abstractions can be either object managers which encapsu-
late data structures or type managers which encapsulate definitions that form templates
for the creation of data structures. These managers provide the means for describing data

and are especially important in data driven designs.

3.6.2 System Design. The layered virtual machine and object oriented design con-

cepts are combined into an eight step design methodology. The first four steps are high




level and comprise the system design. The first step is to determine the hardware interfaces
to the control system. These are illustrated using a context diagram. Each of the hardware
devices is depicted separately while the internal control system is represented in abstract

form as a single entity. High-level inputs and outputs are labeled on the interfaces.

The second and third steps of the design are based on an edges-in development phi-
losophy. First, each of the external devices, or edge functions, are assigned separate control
processes. These are simple device drivers and contain the bare minimum of instructions.
Once all of the edges are described, the middle part (controller) is decomposed into its
primary components. Data flow diagrams (DFDs) are used to show the interaction among

these components. Vory complex components can be furtlier decomposed using hierarchical

levels of DFDs.

The final step in the system design phase is to determine concurrency among the con-
troller components. The goal of this step is to abstract these components into processes
that will run independently with a minimum of inter-process communication and depen-
dence. A successful abstraction will yield the best balance between concurrent operation

and the overhead inherent ‘1 process control.

Concurrency considerations will often lead to a grouping of several components into
a single process. Nielsen and Shumate provide several rules to assist in this task. The
concept of functional cohesion suggests that components with closely related functions can
be grouped into a single process to reduce overhead. In a like manner, temporal cohesion
collects operations that occur during the same time period or after the same event. In
both cases, if the functions involved are small, sequential, or closely dependent, significant

overhead can be saved without appreciable loss of performance.

There are also some functions that should be left as separate processes. Time-critical
components should be implemented as separate processes with appropriate priorities to
ensure that real-time constraints are met. Periodic functions should not be combined with
operations that run in differing periods. Finally, background processes should also be

separate to preclude interference with time-sensitive ones and to provide for the best use

of excess processor time.




This step focuses only on the concurrency of the high-level components indentified
in the system DFDs. Additional partitioning may be possible at a lower level. Nielsen and
Shumate recommend against having more than one level of concurrent tasks, but ignoring
lower level partitioning may forgo performance gains. Therefore, this thesis will examine

further partitioning in the final step of the detailed design.

When all of the components identified in the system DEFDs have been abstracted into
processes, the system design is complete. This portion of the methodology is ideal for real-
time distributed systems because it provides methods for describing hardware interfaces,
timing constraints, and concurrent processes. Up to this point, the design is independent
of the implementation language. The next phase of the design is geared toward using the

unique features of the Ada language.

3.6.3 Detailed Design. These last four steps of the methodology comprise the de-
tailed design. The system design phase provides a high-level abstraction of the problem in
the form of a set of communicating sequential processes. The purpose of this phase is to
transform that representation into the full description of algorithms and objects necessary

for an efficient Ada implementation.

The first step of this phase is to determine what type of interfaces exist between
the processes created in the final phase of the system design. These interfaces define the
communication between the processes and can be one of several forms: messages where
a reply from the receiver is required, data transfers where no reply is required, signals
used to coordinate on the occurrence of certain events, and shared data access. The type
of communication determines the amount of coupling between processes. Messages that
require replies have the highest coupling followed by simple data transfers. The least
coupling is caused by event signals. Shared data access requires additional attention and
must be protected by some intermediate task to provide for mutual exclusion. Once these
interfaces are identified, processes and their corresponding interfaces are depicted using a

process structure chart.

The concept of process coupling is important because it describes the degree of

dependence between processes and, therefore, how free they are to operate in parallel.
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The goal of a good concurrent design is to reduce coupling as much as possible. Step
two of the detailed design seeks to do this by introducing intermediary processes into the
design. First, the processes are translated into Ada tasks. Between tightly coupled tasks,
additional tasks are added whose sole purpose is to facilitate communication and thereby
decrease coupling. These intermediate tasks can be of three types: buffer tasks to store
information received from a producer until a consumer calls for it, transporter tasks to
request items from producers and transfer them to consumers, and relay tasks to wait for
data from a producer and then call a consumer. Combinations of these task types are used

to reduce task dependency. The result of this step is the Ada task graph.

The next step is to encapsulate the tasks into packages. At the same time, the
objects used for communication between the tasks should be abstracted into data objects
and encapsulated into packages as wcll. Although tasks can reside in other tasks and
subprograms as well as packages, Nielsen and Shumate suggest that they be placed in
packages to increase modularity, portability, and reusability. They also provide several
rules for task encapsulation. Tasks should be grouped into the same package if they have
similar functions or if their general nature makes them good candidates for reuse. Coupling
between packages should be minimized with respect to data types, operators, and constants
by localizing these items to the package or group of packages in which they are actually
used. Finally, the package should minimize the visibility of task entries to that which is
essential for package interfacing. The products of this step are an Ada package graph and

the corresponding OOD diagrams.

The final step is the further decomposition of large tasks. In this stage, each of the
major tasks is reduced to its components using the layered virtual machine method. This
may result in another level of concurrency which can be depicted using process structure
charts and Ada task graphs, or it may result in a sequential decomposition which is de-
scribed with structure charts. The lower level objects must also be abstracted into local

data objects. The results of this step are shown using OOD diagrams.

3.6.4 Summary. The LVM/OOD methodology meets all the requirements for use

in this type of software environment. It provides good rule-based decision making support




at both the system and detailed design levels. In addition, graphical tools are available at

each step to enhance understanding of the problem.

Each level of the problem abstraction is supported. The edges-in approach specifies
interfaces to hardware devices, and the concept of intermediate tasks satisfies the need
to account for differing device speeds as well as loose coupling in process communication.
Design rules are available to identify processes that will operate in parallel and how they
will communicate if necessary. The layered virtual machine concept specifies all algorithms

while object oriented design does the same for data structures.

The method is ideal for the use of Ada. The Ada task is the basic unit of partitioning,
and the Ada tasking paradigm is directly supported. Units of compilable code are divided

into packages, and concepts of modularity and information hiding are strongly supported.

3.7 Chapter Summary

This chapter was meant as a guide for the design and analysis of any parallel software
development implemented in Ada. The first step in the analysis phase is to decompose
the problem into independent fragments using the decomposition methods of relaxation,
pipelining, and partitioning. After the problem is decomposed, the problem fragments are

mapped to a corresponding language construct.

In Ada, the superior method uses the task construct for the basis of all independent
processes. The task is well-suited for this purpose, supporting separate compilation (when
encapsulated in a package), exception handling, and dynamic instantiation. The task itself
is the unit for independent operation and the rendezvous makes it possible for tasks to

communicate.

The use of the task as the basic programming construct requires some reapplication of
standard software engineering principles. In particular, the design must ensure that tasks
are not tightly coupled, or the resulting implementation will lose much of the benefits of
parallelization. Tight coupling can be overcome through the use of intermediary tasks,
but the inherent overhead of the tasking model must always be considered when deciding

whether to insert additional tasks into the design.
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The use of tasks also enables the designer to take advantage of a new method of
process control called data driven design. Data driven design eliminates the need for a

cyclic executive. It also results in superior scheduling efficiency and minimizes overhead.

Once the analysis is complete, a comprehensive software design method is needed
to finish abstracting the problem. The Layered Virtual Machine/Object Oriented Design
method supports the special needs of real-time development and the Ada language while

encompassing standard software engineering principles.




IV. Kalman Filter Design

The previous chapter presents a general set of guidelines for abstracting a large,
real-time or simulation problem into a design suitable for implementation in Ada on a
parallel computer system. The remainder of this thesis is devoted to an example of such
an implementation: a Kalman filter tracking system. This problem includes both a real-
time portion and a simulation portion and is therefore ideal for investigating the concepts

discussed in the first three chapters.

The purpose of this chapter is to describe the Kalman filter tracking system design
process from the initial problem analysis to the detailed design. The organization follows
that of Chapter 3 and is intended to show how the concepts described there are applied
to a real-world problem. The first section serves as a high-level analysis of the problem.
Section 2 describes the decompnsition of the Kalman filter system. Section 3 covers the
system design, including: determination of the hardware interfaces, decomposition of the
middle process, and identification of concurrent processes. Section 4 presents the detailed
design including: determination of the process interfaces, introduction of the intermediary
processes, and further decomposition of the large tasks. It also discusses how a control

system based on the concept of data driven design was incorporated.

4.1 Problem Analysis

What follows is a specific analysis of the Kalman filter tracking algorithm chosen for
implementation. It is based on research done at the Air Force Institute of Technology and
on a sequential FORTRAN program that was developed to test the results of that research.
This analysis is drawn from (Tobin, 1986), (Tobin and Maybeck, 1987) and (Norton, 1988),
as well as a thorough review of the operational FORTRAN code. One important note
is necessary here. The FORTRAN program is extensive, having been under continuous
modification for over ten years, and it contains numerous simulation, test, and statistical
routines, not all of which are necessary to run the simulation at any one time. This work
is not a complete implementation of that program. Rather, it is a representative subset of

those routines selected to keep the scope of this research managecable.
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Figure 3. Multiple Model Adaptive Filter

The system selected for implementation consists of four separate Kalman filters that
operate independently on the image data input from the forward looking infrared sensor.
Each of these filters is tuned for a different type of target dynamics, ranging from relatively
benign to highly maneuverable and including filters to accept jinking in either the azimuth
or elevation direction of the FLIR image plane. The estimated state information from each
filter, together with its residual, is fed into a conditional probability generator. The output
from this generator is the degree of weighting each filter receives in the current frame. The
probabilities are multiplied by their respective filter state outputs and the results from all
filters are added to produce the propagated estimate to drive the laser pointing controller.

A graphical description of the system is shown in Figure 3.

Raw FLIR image data is input into {he oysteint in the foin. of a single 8x8 array
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Figure 4. Diagram of Correlator/Kalman Filter Tracking System

of pixel intensity levels. This array represents the tracking window and is a subset of a
larger image input from the FLIR at a rate of 30Hz. The relatively high input rate justifies
the use of the relatively small tracking window. This data is fed into a single enhanced
correlator. The resulting “pseudo-measurement” of the coordinates of the target center
relative to the center of the FOV drives the bank of linear Kalman filters. A block diagram
is shown in Figure 4. The block marked Multiple Model Adaptive Filter is the equivalent
of Figure 3. From this point on, the Image Correlator together with all of the operations

shown in the block marked Template Generation will be referred to as the correlator.

The purpose of the correlator is to produce a form of linear mea~urements from a
non-linear image (the target image input from the FLIR sensor) in order that it may be
processed by a linear Kalman filter bank. This effect is achieved by transforming the

image data using a fast Fourier transform (FFT), multiplying the result with the complex




conjugate of the target template, and performing n inverse FFT. The result is a set of
“measured” offsets of the target centroid from the center of the field of view which can be
input directly into a linear Kalman filter, eliminating the need for more computationally
intensive extended Kalman filters. The state information is processed within each of the
four filters and the results are combined, using the Bayesian approach, in the manner
discussed in Chapter 2 to yield an updated state estimate of the current target position

and a propagated state estimate of its estimated position in the next frame.

In addition to providing the updated state estimates for the current frame, the track-
ing algorithm must also generate the next target template. This is done using the same
transformed input image data from the FFT. A negating phase shift, using the updated
state estimate from the filter, is used to reconstruct the transform of the target image
centered in the field of view. The resulting image is exponentially smoothed with the pre-
vious template to approximate true finite-memory averaging. The output is the FFT of a
template associated with a centered target image. This template is used to correlate with

the input data in the following frame.

The foregoing explanation describes the tracking algorithm as it would be imple-
mented on an embedded system. In order to test and adjust it without the benefit of
sensors. a pointing system, and a real target, a rather complex simulator is necessary.
Because this example will be implemented on a mainframe computer, the simulator will
be included as part of the design. From this point on, the design of the tracking system
and the simulator will continue in tandem. Necessaiy distinctions will be drawn between

the two in the text and related figures.

The simulator consists of processes on both the input and output sides of the tracking
system. The input side of the simulator is concerned with producing a stream of target
images which mimic what a FLIR sensor would provide. This is done using two separate
routines. The first is a track generator which uses a truth model to produce a representation
of a target track mathematically. The second is a noise generator which produces random
background noise to simulate physical phenomena that would interfere with the validity
of FLIR sensor readings. The results from these two routines are combined by a third

process into an array representing a simulated tracking field of view. On the output side,
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Figure 5. Kalman Filter Tracker with Simulator

the control information normally fed to the laser pointer must be captured so that it can
be compared to validated results to determine the accuracy of the resulting system. The

addition of the simulator is shown in Figure 5.

4.2  Decomposition of the Kalman Filter Tracking System

The previously described Kalman filter tracking system is multilayered, and the
possibilities for problem decomposition can be explored on three different levels. The
highest is the system level represented by Figure 4. At this level, a single correlator
feeds a bank of Kalman filters. Within the correlator, several complex image processing
operations are performed in sequence on a single data image array. Each of these functions
requires significant computation, and, other than the data array, there is no communication
hetween them. As a result, there is little data contention, and the workload is sufficient
to outweigh the parallel overhead. This level meets the standards established in Chapter

3 for promising decomposition.

The dependence on a single data array and the fact that the image processing func-

tions must be executed in sequence makes relaxation unsuitable for this level. In addition,




the operations are not homogeneous, which rules out partitioning as a viable option. How-
ever, if it is possible for each of the correlator image processing functions to process a
different data array during the same frame, pipelining may be used to provide significant
speed-up. In this case, the load could be balanced by assigning a separate function to each

processor.

The middle level is the multiple model adaptive filter represented in Figure 3. At
this level, there are four individual Kalman filters. Each of them operates independently
to update and propagate system state information. In addition, the numerator term of
the hypothesis conditional probability evaluation (see Equation (10)) can be computed
separately for each filter and passed to the Bayesian averaging routine. The computa-
tional load for each filter is sufficient to warrant the resulting parallel overhead, and no

communication is required between filters, eliminating the chance of data contention.

The filters operate in parallel, so pipelining would provide no benefit. Also, because
each filter uses different parameters, the operations are not homogeneous and partitioning
is not viable. The independence of data and the fact that no synchronization is required
between filters makes this level ideal for relaxation. Using this method, load balancing can

be achieved by assigning each filter to a separate processor.

The lowest level at which decomposition is possible in this system is in certain support
routines. Both the correlator and the Kalman filters require matrix support routines in-
cluding: multiplication, inversion, Fourier transform, and image phase shifting. In addition
to these, the simulator also requires a Cholesky decomposition routine. These operations
are homogeneous in nature and are frequently performed on data arrays which are large

enongh to justify parallel processing overhead.

These support routines can benefit from partitioning. By dividing the matrices up
and processing each part on a separate processor, the computational load can be more tully
balanced. However, because these operations will be performed on matrices of varying sizes,
the routines must be adaptive to ensure an efficient match between the number of tasks
spawned and the relative size of the mati . Any static rontine will lose the speed-up

gained in processing large matrices due to the overhead and data contention generated in




smaller cases.

The simulation program also provides opportunities for decomposition. In addition
to the support routines which it shares with the tracking system, relaxation can be used
to parallelize the FLIR image generator. The noise generator, track generator, and image
generator all operate asynchronously. There are no data dependencies other that the track
and noise arrays passed from their respective generators to the image generator. Each of
the functions is significant enough to warrant the resulting overhead and data contention

is minimal.

In short, the Kalman filter tracking system presents numerous opportunities for de-
composition. At the highest level, pipelining is possible in the correlator. Relaxation is
also promising for use in the simulator. At the filter bank level, relaxation can be used
to balance the load by assigning each filter to a separate processor. Finally, partitioning
may result in the more efficient processing of many of the computationally intensive matrix
operations. With the problem analysis and decomposition complete, the next step is the

system design.

4.3 System Design

This section outlines the system design of the multiple model adaptive Kalman filter
tracker using the LVM/OOD methodology. The graphs described by (Nielsen and Shumate,

1988) are used to portray the development of the design.

4.3.1 Determination of Hardware Interfaces. The particular tracking algorithm un-
der consideration processes data inputs from a FLIR sensor. The data is in the form of
a two-dimensional array of pixel intensities representing the hot spots of the target being
tracked. The output from the tracking algorithm is the target’s expected position in the
next frame. This information is used to operate the laser platform pointing mechanism.
This system has a single hardware input, the data array from the FLIR sensor, and a single
hardware output, the control signals for the pointing mechanism. In this example, both
the input and output devices are simulated in software. The resulting context diagram is

shown in Figure 6.
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4.3.2  Assignment of Processes to Edge Functions. Because there are only two hard-
ware interfaces, there are only two edge functions. A single input task and a single output
task are required. The FLIR input handler accepts data from the FLIR sensor in the
form of a image array and passes it to the tracking system. The control signal output
handler accepts the X and Y coordinates of the next expected target position from the
tracking system and passes that information to the pointing mechanism. The preliminary
concurrent process graph is shown in Figure 7. In the simulation environment, the FLIR
input handler will accept a simulated FLIR image from an image generator implemented
in software. The output handler will transfer control information to a collector process

where it will be used to validate system accuracy.

4.3.3 Decomposition of the Middle Part. The tracking system consists of a sin-
gle enhanced correlator which accepts the raw FLIR sensor input. After the input data
is transformed into the Fourier domain, it is correlated with a predefined target image
template created in the previous frame. The result of this correlation is a linear offset
measurement given in terms of the X and Y coordinates of the target center in the image
plane. This information is provided in parallel to each Kalman filter in the multiple model

adaptive filter bank.
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The same transformed input data is used to create the template for the next frame.
The data is shifted in the Fourier domain using coordinates calculated from the updated
state estimate generated by the Kalman filters. This shifted image is then exponentially

smoothed with the previous template to become the new template.

The centroid information is used by the four Kalman filters to update the current
target position estimate and propagate an estimated position of the target in the next
frame. Because each filter is tuned for different target dynamics, the updates and esti-
mates from each filter are different. These are combined based on each filter’s probability
of matching the true target dynamics. This probability is calculated using residual infor-
mation provided by the filter update routine. The resulting combined update is returned
to the correlator to produce the template for the next frame. The combined propagated
position estimate is used to calculate the control inputs necessary to move the pointing

device. Figure 8 is a data flow diagram of the complete Kalman filter tracking system.

In order to test the accuracy of the algorithm, it is necessary to simulate the FLIR

sensor inputs. This is done by using a truth model process to generate the simulated track
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of the target. Another process generates random noise which simulates sensor limitations,
atmospheric distortions, and other real-world phenomena. The outputs of these two pro-
cesses are combined to create a simulated FLIR input. The resulting data array becomes
the FLIR sensor image and is passed to the tracking system input routine. It is also nec-
essary to have a controller which initializes each of the simulation routines, the correlator,
and the individual filters. This controller serves as the main routine in the implementation.

Figure 9 shows the tracking system with the simulation processes in place.

4.3.4 Indentification of Concurrent Processes. Three possible levels of concurrency
were discussed in Section 2: system, filter bank, and support routine. The parallelization
of the support routines is not directly a part of the design and is discussed in Chapter
5. Because of the sequential nature of the correlator, the system level was a candidate
for pipelining. Further study, however, proved pipelining to be impractical. The reason is
the feedback loop within the correlator. This is evident in Figure 8. After completion of
the initial FFT, the input data is immediately correlated with the target template. The
creation of this template requires the data from the previous frame to pass through the
entire processing cycle. It is therefore impossible to begin processing the data from the
next frame until all processing on data from the previous frame is completed. This rules
out pipelining and, consequently, any parallelization at the system level. As a result, the
entire correlator is assigned to a single process. In addition, because the calculation of
relative filter probabilities and the multiple model estimate must also occur in sequence

(see Figure 8), these functions were also assigned to the same process as the correlator.

The input portion of the simulator provided better opportunities for parallelization.
The track generator, noise generator, and image generator all operate independently with
well-defined and infrequent interfaces. To take advantage of this, each of these is assigned to
a separate process, as is the gaussian noise generator. The filter bank is also parallelizable.
Each filter is assigned to a separate process and operates independently from the others
and the correlator. Thus, relaxation proved to be a valid method of parallelization for

both the simulator and the Kalman filter bank.

After completion of the system design, this example problem consists of eleven con-
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current processes. Seven of these comprise the tracking system: the four Kalman filters, the
correlator, and the FLIR input and control output handlers. The other four are associated
with the simulator: the gaussian noise, FLIR noise, target track, and input generators.
With these processes defined at an abstract level, it is now possible to begin the detailed

design.

.4 Detailed Design

This section outlines the development of the detailed design for the Kalman filter
tracking system using the LVM/OOD methodology. Some changes and additions have
been made. These are noted at appropriate points in the text. A discussion is included on

how the concept of data driven design is incorporated to control task scheduling.

4.4.1 Determination of Process Interfaces. In the last phase of the system design,
the various functions of the tracking system were decomposed into independent processes.
The purpose of this first phase of the detailed design is to determine the degree of commu-
nication necessary between processes and the resulting level of task coupling. Figure 10

shows these relationships graphically.

The FLIR noise generator is highly coupled to the gaussian noise generator. Because
both in and out parameters are exchanged, the FLIR noise generator must remain blocked
during the entire time the random noise is being generated. On the other hand, the FLIR
noise generator is only moderately coupled to the image generator. Once the simulated
FLIR noise array is passed to the image generator, the two tasks may operate independently
again. One additional advantage is that the FLIR noise generator outputs are not in any
way dependent on previous outputs. Therefore, simulated FLIR noise can be generated

asynchronously to the tracking system and buffered at the image generator.

The track generator is similar to the noise generator in all these respects. It too
is highly coupled to the gaussian noise generator and moderately coupled to the image
generator. Simulated target tracks may also be generated asynchronously and buffered at

the image generator.
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The image generator passes complete simulated FLIR images to the tracking system
input handler one at a time. No response is required from the tracking system input handler
so the processes are only moderately coupled. However, because the image generator is
dependent on the tracking system control output to generate the next image, it must be
synchronized with the tracking system and only one FLIR image can be produced at a

time. The FLIR image is passed through the input handler to the tracking system.

The communication between the tracking system and the Kalman filters is more com-
plex. The message traffic consists of three independent messages per frame: transfer of the
target centroid information from the tracking system to the filters, transfer of the updated
state estimates from the filters to the tracking system, and transfer of the propagated state
estimates from the filters to the tracking system. None of these messages require replies

so the level of coupling is moderate.

The control signals generated by the tracking system are passed to the signal output
handler as they are produced. No reply is required and no queueing is possible because only
one set of control signals will be in the system at any one time. These control signals are
passed to the image generator to complete the next FLIR image and to a data collector for

accuracy analysis. In the implementation, this data collector will be the main procedure.

4.4.2 Introduction of Intermediary Processes. Intermediary processes are intro-
duced to decrease coupling between tasks and allow them to run in an asynchronous
fashion. This, in turn, leads to better speed-up in a multiprocessor environment. In
most cases, these processes are inserted where the tightest coupling occurs. However, ad-
ditinnal processes increase run-time overhead, and this concern must be balanced against
the increased efficiency that results from decreased coupling. Four intermediary processes
were used in this design. The results of these additions and the conversion of all processes

into Ada tasks is shown in the Ada task graph, Figure 11.

The area of tightest coupling in the design is between the FLIR noise generator and
gaussian noise generator and between the target track generator and the gaussian noise
generator. Despite this, no intermediary tasks were introduced here because the relatively

short periods of synchronization that result did not justify the overhead of additional
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tasks. However, to reduce contention at the noise generator, two noise generator tasks were
created, one for the FLIR noise generator and one for the track generator. In addition, no
intermediaries were inserted between the tracking system and the Kalman filter banks. In
none of the three cases of synchronization between the tracking system and the filters was
the calling task able to procede until the called task had completed processing. Therefore,

the coupling between the tasks incurred no additional processing delay.

Efficiency was increased by inserting buffer tasks between both the FLIR noise gen-
erator and target track generator and the image generator. Because the outputs from the
noise and track generators were not in any way dependent on previous outputs, it was
advantageous to decouple them from the image generator. In this configuration, the noise
and track generators are free to operate at their own speed. and the noise and track buffers
serve as queues to store the resulting outputs until the image generator is able to accept
them. Buffer tasks were also inserted in place of the input and output handlers. This
decouples the tracking system from the operation of the image generator and the data

collector.

4.4.3 Introduction of Data Driven Design. Assuming the existence of a concurrent
Ada run-time system, the concept of data driven design is relatively easy to incorporate
into this design. Within the tracking system, the data flow is continuous, regular, and
unidirectional. In cach data frame, the FLIR image is input, correlated with the template
created in the previous frame, and the resulting target centroid information passed to the
Kalman filter bank. This bank produces a propagated state estimate used to create control
information and an updated state estimate used in turn by the correlator to create the
template for the next frame. This process repeats itself ad infinitum with no required
deviations. As a result, this flow of data, in the context of an Ada run-time system, can

be used to produce automatic task scheduling.

When no FLIR data is available, the task containing the correlator is in a blocked
state. s soon as new data is available, the process unblocks and correlates the new
image. It then passes the centroid information to the individual Kalman filters and blocks

again. The Kalman filters are waiting in a blocked state for this information. They




unblock, process the propagated and updated state estimates, pass this information back
to the correlator, and then block again. This blocking and unblocking action ensures that
processes are only consuming computing resources when they have useful work to do. It
also ensures that, given sufficient processing resources, each task will be scheduled as soon
as the data is available that it needs to proceed. Assuming an efficient run-time system,
the result is optimal processor use, superior to that which could be achieved using a static

allocation scheme or even a cyclic executive.

4.4.4 FEncapsulation of Ada Tasks into Packages. The packaging decisions in this
design were made to maximize modularity and the localization of both functions and
data structures. This will increase ease of implementation and unit testing as well as
result in simpler maintenance of the system. It will also increase the reusability of system

components.

Global data declarations, constants, and type definitions are collected into a single
master package. The package also contains the four buffer tasks and certain complex num-
ber functions which were not available in the system standard math library. The gaussian
noise generator, FLIR noise generator, target track generator, and image generator were
all encapsulated into separate packages along with their respective local type and variable

definitions.

The tracking system task and Kalman filter task type are contained in the same
package, while the sequential tracking system routines that are called by these tasks are
in a separate package. The division was made to separate the mathematically intensive
system subprograms from the operational tasks and increase the maintainability of the two.
Finally, several support routines were encapsulated separately to increase their reusability.
These include an FFT package, a portable random number generator package, and a

generalized matrix operations package.

The authors of the LVM/OOD methodology suggest that these packaging decisions
be graphically displayed using an Ada package graph (Niclsen and Shumate, 1988:61-
62). This graph is basically a reproduction of the Ada task graph with shading used

to show the placement of the tasks in packages. This graph ha- 1tice problems. First,




it is only possible to show task placement; the placement of subprograms, data objects,
and even subordinate tasks cannot not be shown in an Ada package graph. Second, it is
impossible to show package dependency. This dependency is a critical issue in both the
implementation process and any future maintenance and must be documented. Finally, the
Ada package graph gives the false impression that communication occurs between package
bodies. Communication may only occur between run-time units (tasks and subprograms),

and should not be displayed in a graph meant to show package structure.

To overcome these difficulties, a different method of displaying Ada packages is pro-
vided here. It will be refered to as as a package structure chart. Packages are described
using symbols from (Booch, 1983). This symbology makes it possible to show the place-
ment of data objects and subprograms, as well as tasks. The package is shown as a
rectangle with “windows” in its left wall for each of the operations or objects which it
exports. Operations are represented by rectangles in that wall, and objects are shown as
ellipses. Tasks are represented as parallelograms with rectangles in the left wall to doc-
ument entries. Independent subprograms, those not encapsulated in packages, are shown
as rectangles with enclosures at the top representing their specifications. Arrows drawn
between packages are used 1o show package dependencies. The package structure chart for

the Kalman filter tracking system is shown in Figure 12.

4.4.5 Decomposition of Large Tasks. At this point in the design, all of the process
abstraction is complete. The purpose of this step is to take those of the independent tasks
which are too complex to implement efficiently in the task body and decompose them
further. The method of layered virtual machines is used for this purpose. Each function is
repeatedly divided into subcomponents until each part is simple enough to be implemented

directly.

In the Kalman filter tracking system, the buffer tasks and the gaussian noise generator
required no further division. The FLIR noise, target track, and image gencrators as well
as the Kalman filter and correlator tasks are all computationally complex and required
further decomposition. The results are documented in the following figures. Nielsen and

Shumate suggest using structure charts to display the interactions between higher and
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lower level virtual machines (Nielsen and Shumate, 1988:133-136). While these charts are
adequate for showing sequential operations, they provide no means for shawing interaction

between lower level subprograms and independent tasks.

In order to show this communication, the standard structure chart has been modified
in two ways. First, an additional symbol has been added in addition to the widely rec-
ognized rectangle. While the rectangle will continue to represent calls to subprograms, a
circle will now be used to show a call to an independent task. In this case, the data objects
displayed on the connccting lines will be the parameters passed during a rendezvous rather

than subprogram specifications.

The second difference from standard structure chart is that the levels of the chart no
longer represent the physical subordination of subroutines in the corresponding implemen-
tation. While the layers still show an abstraction of a problem from its most difficult to
its simplest finctions, the resulting subprograms and tasks need not be subordinate and
may actually be compiled separately from the “parent routine.” This change is in keeping
with the separate compilation abilities of the Ada language, but it requires severe limits on
the use of global variables. Because global variables detract from the maintainability and
understandability of the program and should be avoided whencver possible, this restriction

does not present a problem.

The purpose of the track generator task, shown in Figure 13, is to generate a sim-
ulated target track mathematically. The first step is to define a truth model which will
be used to propagate the position of the target from one time frame to the next. After
the truth model is defined, the initial position of the target must be calculated. The steps
involved in this process are shown in Figure 14. Once the simulation begins, the task must
continue to produce target images for the number of frames in the simulation. This involves
computing target parameters, projecting them into a three hot spot image, updating the
current position using the truth model, and passing the resulting target information to the

track buffer. This process is shown in Figure 15.

The purpose of the image noise generator is to create random noise to be inserted

into the simulated FLIR image. This noise is used to simulated real-world background
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noise and internal FLIR noise (such as thermal noise, dark current, etc). The generator
creates two types of noise: random, to represent uncorrelated interference, and correlated,
to represent noise patterns with some, but not perfect, correlation. To create the correlated
noise, a spatial noise correlation coefficient matrix is set up using second nearest neighbor
correlation, and a Cholesky decomposition is performed on the matrix. After these initial
steps, the noise generation process begins. One array of each type of noise is created for
every frame. This process consists of obtaining two arrays of random numbers from the
Gaussian noise generator, adjusting one of them to create correlated noise, and passing the

two arrays to the noise buffer. The complete image noise generator is shown in Figure 16.

The purpose of the input generator is to combine the outputs from the track and
image noise generators, adjust them for the current position of the pointing mechanism,
and combine them into a single array that simulates the image input from the FLIR sensors.
This process must be accomplished for each frame. The complete input generator is shown
in Figure 17. At this point in the design, it became obvious that the Create FLIR Image

process was a candidate for additional parallelization. The operation is homogeneous and
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is performed on a large data set (the 24-by-24 image array). It is also compntationally

intensive. It was therefore parallelized using the concept of partitioning.

Although there are four separate Kalman filter processes, each of them is identical
in structure. That common structure is shown in Figure 18. The differences in opcration
are accounted for by the filter parameters which are input at the start of the simulation.
Each filter begins processing by using these parameters to initialize its state transition
matrix and discrete noise matrix. In addition, the filter state vectors must be initialized
and the first state transition propagated to the tracking system. The initialization process
is shown in Figure 19. After the first frame, each filter waits to receive target centroid
information from the tracking system. It then uses this information to update the current
state estimate and propagate the future state estimate. These results are passed to the
tracking system at the appropriate points in the frame. This process continues until the

end of the simulation.

The tracking system acts as the master process in the real-time portion of the pro-

gram. The high level structure is shown in Figure 20. The first step is the initialization
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process shown in Figure 21. This process acquires the target using its image in the first
FLIR input. Once the target is acquired, the tracking system repeats the same functions
for each data frame. After the FLIR image is accepted from the input buffer, it is corre-
lated with the target template and the resulting centroid information passed to the Kalman
filters. When +he updated state estimates and residuals are received from the individual
Kalman filters, the new filter probabilities are calculated and used to combine the updates
into a single multiple model estimate. This information is used to create the new template
as shown in Figure 22. Once the propagated state estimates are received, they too are
combined using the same probabilities to create a single multiple model estimate. This

propagated estimate is used to calculate the control inputs which are then passed to the

output buffer.

The main process is the controller for the entire simulation. Its sole purpose is to
accept the simulation parameters (either from an input file or from the user at the terminal),
use these parameters to initialize each of the other tasks in the system. and then act as

the platform pointer by accepting the controller outputs from the tracking system. These
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outputs are trapped and used later to validate the performance of the system.

At this point, each of the tasks identified in Section 2 that required decomposition
has bcen described using the Layered Virtual Machine concept. For purposes of brevity,
the lowest level structure charts have not been included here. The detailed design is now

complete.

4.5 Chapter Summary

This chapter outlined the development of the Kalman filter tracking system from ini-
tial problem analysis to the final detailed design, using the concepts developed in Chapter 3.
The analysis was based on research conducted at the Air Force Institute of Technology and
on a sequential FORTRAN program developed to support that research. However, to keep
the research manageable, only a representative subset of that program was included in the

design.

The system selected for implementation was based on four Kalman filters fed by a

single enhanced correlator. Raw FLIR inpnts enter the system in the form of a single 8-by-8
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array of pixel intensities. The enhanced correlator uses this information to produce a single
offset “pseudo-measurement” which is uscd by the linear Kalman filter bank to update the
current system state estimate and propagate a new one for the next frame. In addition to
the tracking system proper, a simulation program is necessary for test purposes. It consists
of a random noise generator, a target track generator, and a routine which combines the

outputs of the other two into a simulated FLIR image.

Decomposition of the problem was attempted at three levels. At the system level,
the possibility of pipelining was explored. However, data dependencies made the enhanced
correlator an essentially sequential operation and no parallelization was possible for the
tracking algorithm at this level. Relaxation was used at this level to parallelize the simula-
tor. At the Kalman filter bank level, relaxation was used to model each filter as a separate
process. Finally, at the support routine level, partitioning was used to parallelize certain

computationally intensive matrix operations.

After completion of the problem decomposition, the system and detailed design were

accomplished using the LVM/OOD methodology. In two places, the method was altered

&3




to accommodate the problem better. First, a package structure chart was used in place
of the Ada package graph. Second, the standard structure chart used to document the
decomposition of large tasks was replaced with one that showed task interaction in addition
to subprogram dependency. With the detailed design complete, the next step was to

translate it into Ada code. That process is described in Chapter 5.
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V. Implementation and Testing

The purpose of this chapter is to discuss the implementation and subsequent testing
of the Kalman filter tracking system design described in Chapter 4. It begins with a
description of the hardware and software tools used in the implementation. Section 2
reviews the development of certain reusable support routines, including: a random number
generator, a Gaussian noise generator, a parallel matrix multiply routine, and a parallel
Cholesky decomposition routine. Section 3 outlines the two part development process used
for this project and describes how testing was integrated into each step of the process.
Finally, Section 4 discusses the importance of timing analysis in a concurrent software
environment and explains how this analysis was used to increase the efficiency of the

Kalman filter tracking system.

3.1 Development Environment

This section describes the hardware and software tools used to implement the Kalman
filter tracking system. The system was implemented on an Encore Multimax 320, a tightly-
coupled multiprocessor architecture based on the National Semiconductor 32332 processor.
This processor runs at 15 MHz and is rated at 2.0 MIPS. Each processor is also equipped
with its own 64K cache memory. Main memory is shared and is eight-way interleaved to
reduce memory contention. Memory is reached via an extremely high-speed bus. The bus
operates off a system clock running at 12.5 MHz, resulting in a data bandwidth of 100
Mbytes/Sec. The Multimax 320 at the Air Force Institute of Technology is configured

with 16 processors and 32 Mbytes of main memory (Encore, 1987).

The operating system is UMAX, which is a derivative of UNIX. The system operates
under a single copy of UMAX which is accessable by all of the processors simultaneously.
UMAX implements the concept of multi-threading, allowing it to support multiple, simul-
tancous streams of control. Interprocess communication occurs through shared memory
rather than explicit message passing. The operating system also supports process migra-

tion, making dynamic load balancing possible (Encore, 1987).




The Encore Ada run-time environment makes true concurrent Ada possible using
the task construct. Rather than using some single-processor interleaving scheme, Encore
Concurrent Ada allows the user to specify the number of independent processes desired.
Tasks are then scheduled on a first-come/first-served basis from a single queue when a
process becomes available. Tasks priorities are supported through the use of multiple task
queues, one for each priority level. The user has no explicit control over task allocation or
scheduling. Once he sets the number of processes, these processes are assigned to processors
by the operating system. Tasks are assigned to available processes by the Ada run-time

system (Encore:1988).

5.2 Reusable Support Routines

The burgeoning demand for software necessitates exploring every possible method of
increasing productivity. One such method is the reuse of proven components. Other engi-
neering disciplines have always made extensive use of this concept. However, “in the past,
software reuse has been hindered by the fact that it was quite difficult to isolate program
parts that could be reused in the context of another project” (Roubine, 1986:1). Even if
certain routines could be isolated, there was no guarantee they would be portable because
of the use of non-standard programming language features. Thus, valuable programming

effort was often used “reinventing the wheel.”

Today’s large software developments provide extensive opportunities for component
reuse. This is true even in the case of specialized embedded systems (Roubine, 1986:1).
In order for software to be reusable, it must have four necessary characteristics. First,
each routine must present simple, clear interfaces. Second, it must be portable to a variety
of different hardware suites. Third, each component must be made as reliable as possi-
ble through full unit testing. Finally, the components should be adaptable to different

environments (Roubine, 1986:2).

One of the greatest assets of the Ada language is its support of reusability. The
package construct provides a convenient method of encapsulating software components,
and the package specification contains simple, clear interfaces nnclonded by implementation

details. The Ada langunage standard ensures the portability of components to any machine
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with a validated Ada compiler. Reliability can be maintained through independent testing
of Ada routines and the use of exception handlers. Finally, the Ada generic construct

provides the capability for producing adaptive software.

With reusability in mind, the first part of the software development effort in this
thesis was devoted to producing several general software components including: a random
number generator, a matrix inversion routine; and parallel matrix multiply and Cholesky
square root routines. The two parallel support routines are based on the concept of par-
titioning as discussed in Chapter 3. A description of the development of each component
follows. In addition to these routines, a fast Fourier transform routine was adapted for

this problem from one developed by (Kobel and Martin, 1986).

5.2.1 Random Number Generator. In order to simulate the noise portion of the
FLIR sensor input, it is necessary to have a random number generator. Because as many
as 100,000 random numbers are necessary to simulate a single five minute target track,
the random number generator needs to have an extremely long period and be free from
sequential correlation. In addition, portability demands that a routine supplied by the

system not be used.

In order to meet the given constraints, a portable random number generator was
implemented in Ada using an algorithm by Donald Knuth from (Press and others, 1982:196-
197). The period of this routine is practically infinite, and it has no sensible sequential
correlation. The choice of constants and the length of the shuffling array is arbitrary (Press

and others, 1982:196).

5.2.2  Matriz Inversion Routine. The inversion of matrices is required in the update
portion of the Kalman filter and by the routine that calculates the relative probability of
each filter in the filter bank. A method for parallelizing matrix inversions is presented
in (Fox and others, 1988), but the tracking system uses the routine infrequently and the
largest matrix invested is 2-by-2 elements. This did not justify the overhead involved
in parallelization, and a sequential routine was implemented instead. This routine uses

Ganss-Jordan elimination, and the algorithm comes from (Press and others, 1982:28-29).




’ 5.2.3 Parallel Matriz Multiply Routine. The Kalman filter tracking algorithm uses
matrix multiplication extensively. In addition, the simulation program multiplies matrices
as large as 6.1-by-64 elements. The extensive computation necessary to multiply such large
matrices, coupled with the ease with which the algorithm can be parallelized, more than

outweighs the added overhead of multi-tasking.

The form of the parallel algorithm is suggested by (Quinn, 1988). The greatest
speed-up can be gained by parallelizing the outermost of the three multiplication loops
because the number of operations in this loop is O(.V3). If there are N total columns to
calculate in the result matrix, T tasks are used with each task calculating N/T columns.

Ignoring memory contention, the speed-up will be nearly linear (Quinn, 1988:132).

The two input matrices and the result matrix are global to the matrix multiply pro-
cedure. All tasks have equal access to these data structures with memory contention being

resolved by the run-time system. This structure is ideal for a shared memory machine.

Instead of using a fixed number of tasks, the main procedure spawns tasks dynami-

‘ cally, based on the size of the input matrices. The number of tasks spawned is determined
using a granularity constant which is set at compile timc. The total number of elements in

the result matrix is calculated, and the number of tasks spawned is equal to the number of

elements divided by the granularity constant. If there is an uneven number of columns, any

extra columns are processed by the main procedure. This method acts as a form of load

balancing by matching the number of tasks to the overall workload. A suitable granularity

constant can be determined using empirical timing data. This data is obtained by making

several test runs on the target hardware using differing constants and selecting the one

that best balances multi-tasking overhead and parallelization.

5.2.4 Parallel Cholesky Decomposition Routine. In the simulation program, both
the definition of the target truth model and the calculation of spatial noise for the simu-
lated FLIR sensor inputs requires taking the square root of a matrix. In the case of the
spatial noise generator, this matrix is 64-by-64 elements. One efficient means of taking
the square root of a matrix is the Cholesky decomposition algorithm. This algorithm is

computationally intensive (O(N?)) and can benefit from parallelization.
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‘ The Cholesky square root can be generated sequentially using the following equations
from (Maybeck, 1979:371) where i = 1,2,...,n and A;; represents the element in row i

column j:

(1 VANAG - T VARV A j=1.2,...,i-1

VA =1 (A = Tl JAR)Y? j=1i

0 j>

Parallel implementation of this algorithm is complicated by its recursive nature. In
order to calculate element j in row ¢, the corresponding element in all previous rows must
have already been computed. This precludes the simultaneous calculation of all rows
as in the matrix multiplication routine. George et al call these recursive dependencies
“precedence relations.” These precedence relations fit into one of three categories: Type 1:
task ¢ must finish before task b can begin, Type 2: task ¢ must finish before task b can
finish, and Type 3: task a must begin before task b can begin. Precedence relations place
an important constraint on the run-time system scheduler. Tasks cannot be scheduled

‘ randomly; they must be scheduled in the order their precedence relations demand (George
et al, 1986:167).

The routine implemented in this thesis uses an algorithm analogous to what (George
et al, 1986) describe as “Row-Cholesky.” The input matrix is global to the Cholesky
procedure and all operations are done in place. Each task processes the elements in one
row in order and replaces the input element with the result. The recycling tasks are drawn
from a ready pool and passed the number of the row they are to compute. After processing
their designated row, they return to the task pool to be used again. Tasks are terminated

once all rows have been calculated.

These tasks operate under a type 3 precedence relationship. The task operating on
the ith row cannot begin before the task operating on the i — 1st row. Tasks operating
on all rows previous to i must always be a minimum of one element ahcad of the task
operating on the row that follows. This synchronization is provided by a controller task

-4

which will not start a task to process row i nntil it reccives word fromn the task operating

on row 7 — 1 that it has computed its first element.
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The number of tasks in the task pool is not static. The routine dynamically spawns
tasks to match the workload in a manner similar to the matrix multiply routine. The
numbper of tasks spawned equals the number of rows in the input matrix divided by a
granularity constant. This constant is set by the programmer at compile time in the same

manner as the matrix multiply routine.

This routine depends on the task scheduler using a single FIFO queue to schedule
tasks for all processors. This is the only way to ensure that precedence relations are met
and that a task operating on row 7 is not scheduled until all tasks operating on previous
rows are either operating or completed. This dependency on the order of scheduling may
seem to violate the spirit of non-deterministic tasks, but (Cohen, 1988) observes that such
dependency does not violate any language rules. It does not cause erroneous execution, nor
does it lead to incorrect order dependence. It does, however, limit the portability of the
routine to run-time systems with the same or a functionally equivalent scheduling order.

This is the price that must be paid for parallelizing algorithms with precedence relations.

5.3  System Implementation and Testing

This section describes the process used to implement the Kalman filter tracking sys-
tem using the design documented in Chapter 4. Both top-down and bottom-up strategies
were used. A top-down approach was used to build a skeleton of the system to outline and
test system interfaces. These interfaces were used as a basis for a bottom-up construction
of the final system. Testing was completely integrated with the implementation, occurring

at the end of each phase of the development.

5.3.1 Top-down Development. The first phase of the top-down approach began
with the coding of the packages shown in Figure 12. Global type descriptions were declared
in the package specification of the package in which they were first referenced. In addition,
simulation model constants were declared in package Master. With these high level data
descriptions in place. » skeleton of the complete svstem was developed using the processes

shown in Figure 11 as a basis.

Each of the processes was initially implemented as a separate task with the exception
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of tl.c Kalman filter and the Gaussian noise generator. The Kalman filter was coded as a
task type and an array of four Kalman filters was declared to complete the filter bank. The
Gaussian noise generator was also coded as a task type and separate noise tasks were de-
clared in the track and FLIR noise generator packages. Each task declaration was complete
with all of its entries and their corresponding parameters. The task bodies were coded as
shells containing only the entry calls and accept blocks from the final implementation. An
output statement was included before and after each entry call and accept block describing
the current state of the task (eg., “TASK INPUT IS CALLING TASK INPUT BUFFER
ENTRY PUT IMAGE” or “TASK OUTPUT BUFFER IS WAITING TO ACCEPT LEN-
TRY GET CONTROL FROM TASK TRACKING SYSTEM?”). All variables local to the
task bodies were declared and those used for communication parameters were initialized

to zero.

Once the coding was complete, the skeleton was compiled using the already estab-
Jished order of compilation (based on the task dependencies identified in Figure 12). The
compilation served several purposes. First, it provided a first check of package dependence.
The compiler would have flagged any attempted use of a type declaration or communica-
tion with a task resident in a package other than those in the current compilation unit’s
with clause. Second, the actual parameters in the entry calls were checked against the for-
mal parameters in the accept statements and any type mismatch would have been caught.
Finally, the compiler would have flagged any improper parameter mode with a warning

(eg., if a variable used as an in out parameter had not been initialized).

Once compiled, the skeleton system was executed on a single processor. The exe-
cution served two purposes. First, it caused the elaboration of all of the task and object
declarations and activation of all the tasks. One problem was detected here. The run-time
system puts a limit of 10K bytes on the size of each task stack. Because large matrix
objects in several of the tasks exceeded this limit, these tasks aborted during elaboration
resulting in a TASKING ERROR exception. This problem was circumvented by recoding
these tasks as task types and using a representation specification to force the system to

allocate more stack space. A single task object was then declared of each task type.

The second purpose was to check the system for possible deadlock conditions. Al-
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though no actual data was processed or passed between tasks, all rendezvous took place
and were documented by the output of the task state descriptions described earlier. The
resulting record of system operation provided clues as to the state of the system at the
point at which deadlock occurred. This information was useful in reordering entry calls to

eliminate the deadlock problem.

Despite the usefulness of the system state output technique, it does have two limita-
tions. First, there is no guarantee of what an output device driver will do when a concurrent
system deadlocks. Some messages may be lost and the resulting state record may not be
complete. Second, even a deadlock-free system at this point does not guarantee continued
correct operation once the skeleton has been filled in with all the required processing. Be-
cause of the non-deterministic nature of the tasking model, additional processing load may
lead to a different task scheduling order. This differing order may present opportunities for
deadlock that do not exist in the skeleton. Only careful analysis of the system design and
the results of tests can lead to a dead-1nck free system. Nonetheless, until better tools for
following tasking flow of control are made available, the use of a system state description

log is still one of the best methods of finding concurrent software communication errors.

The second stage of the top-down part of the development involved adding the sub-
program specifications to their respective package specifications and subprogram stubs to
the corresponding package bodies. The subprogram stubs contained all of the local vari-
ables but no operations. Subprogram calls were added in the appropriate places in the

task bodies using the detailed design as a guide. The packages were then recompiled.

This second compilation served the same purpose for the subprograms that the first
did for the high-level tasks. Package dependencies were checked again, and the formal
and actual parameters in the subprogram specifications and calls were compared for type
mismatches. After compilation, the skeleton system was executed again to force elaboration

of the subprogram local variables.

5.3.2 DBettom-up Dcvclopment. The completed system skeleton provided a frame-
work for further development by documenting the interfaces between all of the high-level

processes. Knowledge of these interface points formed a basis for further development of
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the system from the bottom up. The reusable routines described in Chapter 2 were com-

pleted first. They were cach tested independently using specifically designed test cases.

The lowest level subprograms were coded next using the reusable routines and other
atomic operations. These subprograms were also tested independently, where possible,
but this was made difficult by a lack of test cases. Test cases were constructed for some
routines by capturing inputs and outputs at various points in the FORTRAN program,
but the results were not always comparable due to the differing ways the languages and
machines performed certain mathematical functions. The fact that random numbers play

such a large part in the simulation also made replicating results difficult.

Once the lower level subprograms were completed, they were integrated at an inter-
mediate level into four separate subsystems: the simulated noise and track generators, the
simulated image generator, and the tracking system proper. Separate test harnesses were
written to test the noise and track generators first. The outputs from these two subsys-
tems were compared to outputs from the corresponding parts of the FORTRAN program.
After these two subsystems were successfully tested, they were integrated with the image
generator and the three were tested as a unit. The resulting data array was again com-
pared to the corresponding output from the FORTRAN program. By this time, round-off
and computation differences had become significant, and it was hard to determine whether
differences in the results were due to these factors or some error in the Ada implementa-
tion. Finally, the completed simulation subsystem was integrated with the tracking system

portion. The control outputs were compared to those of the FORTRAN program.

Several errors were discovered during the testing process. Most of them were numeric
in nature and could be traced to the use of the wrong variable or an incorrect operation
in one of the complex mathematical equations. Two errors were also the result of using
uninitialized variables on the right side of an expression. Apparently, the run-time system
simply used whatever values were in those locations at the time without providing some
warning of their misuse. In addition to these errors, the frequent use of unconstrained
arrays as formal parameters resulted in several constraint violations going unnoticed until
run time. Having to debug these errors at run time was the price that was paid for the

use of generalized routines.
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The difficulty in finding many of these errors was increased by the fact that the
Encore run-time system would not propagate unhandled exceptions out of tasks. As a
result, when a NUMERIC ERROR or CONSTRAINT ERROR occurred within a task
without an exception handler, the run-time system would simply hang without an error
message. Often this required moving the code to another development environment (most
often to a DEC Ada system on a VAX 11/780) in order to determine what the error was.
The portability of Ada was a real advantage here, as the entire Kalinan filter tracking
system could be ported with minimal changes to the code (mostly involved with relinking
the math library). The DEC Ada system was often very helpful in locating the source of
the error. The Verdix debugger was most often useless in these situations. After testing
was completed and the system was fully integrated, the code was returned to the Encore

Multimax for timing analysis.

5.4 Timing Analysis

One additional step in any parallel software implementation should be timing anal-
vsis. Once all of the code is running “correctly,” the system should be analyzed from
a timing perspective to determine if any modifications could result in more efficient task
scheduling and communication and, consequently, faster run-times. In this case, such anal-
ysis was made relatively simple by two factors. First the Multimax uses a single, global
clock. In effect, each processor “sees” the same time which makes it very convenient to
compare process start and stop times across processors. Second, the Encore Ada run-time
system supports the serialization of I/O in a multiprocessor environment. This makes it
possible for all the processes to write to a single log file without overwriting cach other’s

messages.

For purposes of timing analysis, calls to the svstem clock were inserted at various
points in the Kalman filter tracking system software. The first call was included in the
body of the Master package. It was used to set a start time to be used as a reference
point by the rest of the system. In addition, clock calls were included at the beginning and
end of each iteration of the major tasks as well as at certain key rendezvous. The start

time reference was subtracted from the results of each of these calls to produce a module
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time-stamp relative to the system start. This time stamp and its corresponding system

state reference was then output to a single system log for later review.

Review of the system log was very helpful in finding two places where the tracking
system could be made more efficient. First, timings showed that the propagate and update
operations contained in the Kalman filter bank did not require sufficient CPU time to
justify two separate rendezvous with the tracking system task (see Figure 18). Therefore,
both the update and propagate operations were performed in sequence and then a single
entty call was used to transfer both the updated and propagated state and covariance

matrices to the tracking system.

The second enhancement came in the tracking system task itself. In the original
design (see Figure 20), the template for the next frame was calculated first, using the
updated state informatior from the filter bank, and then the propagated information was
used to calculate the control outputs. However, because the FLIR image generator is de-
pendent on this control information to generate the next frame’s FLIR image, this ordering
resulted in needless delay to the image task. The order of the operations was reversed so
that control outputs were calculated first and sent to the output buffer, and then the next
frame’s template was generated. This resulted in more efficient parallel operation of the

tracking system and the FLIR image generator tasks.

The use of task priorities was also examined to determine if elevating the priority
of some of the tasks would increase efficiency. Frequently called tasks, the Gaussian noise
generator and the buffer tasks, were set at a higher priority to ensure them greater access
to system resources. However, different priority levels had a negligible effect on system

operation, and all of the tasks were subsequently returned to the same priority.

3.5 Chapter Summary

The Kalman filter tracking system was implemented on an Encore Multimax 320
configured with 16 processors and 32 MBytes of main memory. The software environment
consisted of a Verdix Ada compiler targeted to the Multimax and Encore’s concurrent Ada

run-time system.
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As a first step in the implementation process. several reusable routines were developed
to support matrix and randoia number operations, including: a random number genera-
tor and Gaussian noise generator, a matrix inversion routine, a parallel matrix multiply
routine, and a parallel Cholesky decomposition routine. These programs were individually

tested and encapsulated in packages to enhance portability.

After completion of the support routines, the Kalman filter tracking svstem was
implemented using both top-down and bottom-up strategies. A top-down approach was
used first to build a skeleton of the system consisting of only the top level tasks and their
corresponding entry calls and accept blocks. This skeleton was compiled and run to check
package dependencies, task communication, and for possible deadlock conditions. In the
second stage of top-down development, subprogram specifications and body stubs were

added to the skeleton. which was then compiled and run again.

With the top-down portion of the implementation complete, the skeleton served as
a basis for constructing the rest of the system from the bottom up. The lowest level
subprograms were coded first, followed by an intermediate integration into four separate
subsystems: the FLIR noise generator, the target track generator, the simulated FLIR
image generator, and the tracking algorithm. As a final step, these four subsystems were
combined into the completed tracking system. Testing occurred throughout the implemen-
tation process at the end of each phase. Whenever possible, data from the corresponding

part of the FORTRAN program was used to test e.ch completed module.

After system integration and testing, timing analysis was used to determine if any
modifications could be made to the system to increase the efficiency of task scheduling
and communication. This analysis resulted in two changes being made to the system:
elimination of one of the Kalman filter entry calls, and a reordering of the correlator
operations. With timing analysis complete, and the resulting modifications made and
tested, this phase of the project was complete. The source code from this research is
archived at the Air Force Institute of Technology in the Departinent of Electrical and
Computer Engincering. For inforination, contact Dr Thomas Hartrum. The next step was

operational testing. The results of that testing are documented in Chapter 6.
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VI, Results and Conclusions

This chapter presents an analysis of the results of this research in the context of
the specific objectives outlined in Chapter 1. Specific conclusions on each objective are
included in the respective sections. Section 1 is an analysis of the operational testing of
both the Kalman filter tracking algorithm and its associated simulator. Section 2 reviews
the effect of using the parallel software engineering guidelines described in Chapter 3 to
design and implement a non-trivial problem. A specific analysis of the current weaknesses
of the method is also included. Section 3 is an analysis of the strengths and weaknesses of
using Ada for a parallel software development. The final section presents recommendations

for future research in all three of the preceding areas.

6.1 Analysis of the Tracking System Implemcntation

One objective of this research was to use parallelism to speed up the execution
time of both the Kalman filter tracking algorithm and its associated simulation program
significantly. In order to gauge the results in this area, several types of timing analyses
were done on the operational system. The Multimax architecture and the Ada language
made this analysis relatively simple. As stated earlier, the Multimax has a single system
clock. Therefore, allowances for processor clock variance (as in the case of loosely-coupled
architectures) are not necessary. In addition, the Ada language provides direct access to

the system clock via the resources of package Calendar.

Execution times were recorded by making a call to function Clock at the start of
the main procedure and again at the end, subtracting the start time from the end time,
and writing the result to a log. This type of analysis ignores the initial elaboration and
activation time of the dependent tasks; however, suflicient iterations of the main program
were executed to make this time insignificant in calculating overall speed-up results. Speed
up was calculated using the definition found in (Stone. 1987:120) of time for serial execntion

divided by time for parallel execution.

Five types of timing tests were performed on the operational ~vstem. The simulation

program was tested first at only the highest level of parallelization (using sequential inatrix
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operation routines) and then again with the parallel support routines included. Similarly,
the Kalman filter tracking algorithm was tested at the lighest level of parallelization and
then again with the parallel support routines linked in. Finally, the simulator and tracking

algorithm were integrated and the entire system was tested.

In the case of the simwlation program, significant speed-up was gained from paral-
lelization. Without the benefit of the parallel support routines, a speed-up of approximately
1.5 was achieved using two processors. Additional processors provided no benefit at this
level of testing. This was as expected because the simulation program consists of only
three processes at this level (the noise, track, and image generators) and none of them
were completely independent. With the use of parallel support routines (including matrix
multiplication, Cholesky decomposition, and parallel image creation), a speed-up of 1.6
was achieved with two processors, 2.3 with three processors, and 2.7 with four processors.
Considering the unparallelizable parts of each process, the data dependencies between

processes, and the inherent parallel overhead, this was an entirely acceptable result.

The results in the case of the Kalman filter tracking algorithm were not as positive.
Neither the high-level parallelization nor the addition of the paraliel support routines
resulted in any significant speed-up. Further timing analysis showed that this result was
attributable to two major factors. The first was the inability to parallelize the enhanced
correlator portion of the tracking algorithm. The CPU time required to process this part
of the system was more than 30 times that of each of the individual linear Kalman filters.
The independent computation of each of the filters was of little benefit in relation to
the much larger sequential load carried by the single correlator process. The second factor
limiting speed-up is that the matrix operations contained in the tracking algorithm are not
compnutationally intense enough to overcome the added overhead of the parallel support
rontines. These results make it clear that, unless a method can be found to decrease the
processing time of the correlator process significantly, this particular version of the Kalman

filter tracking algorithm is not suitable for parallel implementation.

The final testing of the complete system also brought disappointing results. These
were expected at this stage because the computational loading of the enhanced correlator

outweighed that of the rest of the system corubined. In addition, the requirement that the
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FLIR image generator wait for the previous frame’s control outputs before generating the

next frame’s data introduced additional delay into the system.

In summary, the actual implementation of the Kalman filter tracking algorithm and
its associated simulator brought mixed results. The parallelization of the simulation pro-
gram brought good results. [owever, the tracking algorithm implementation identified a
serious sequential bottleneck in the form of the enhanced correlator. The effects of this
bottleneck were severe enough to limit the effects of parallelization on the tracking system

as a whole.

6.2  Analysis of the Parallel Software Guidelines

Another objective of this research was to define a comprehensive set of parallel soft-
ware development guidelines and test it in the implementation of a non-trivial problem.
The results in this area were favorable. The guidelines worked well, providing for a clear
decomposition of the Kalman filter tracking system into independent processes and an
efficient mapping of those processes to the Ada task construct. Nielsen and Shumate’s
design methodology proved to be an effective means of documenting a parallel design with
the inclusion of the changes noted in Chapter 4. However, the implementation brought to

light two limitations of the parallel software guidelines as presented in Chapter 3.

The first was the discovery in the implementation phase that the enhanced correlator
was a significant roadblock to parallel speed-up with the tracking algorithm. Although
some problem was expected based on the results of the initial decomposition (it was clear
then that no method was available to parallelize the correlator process on a macro level),
the magnitude of tue bottleneck was unexpected. Clearly, it would have been better to
recognize the severity of the problem earlier in the design process or even in the initial
analysis. While the factors limiting decomposition efficiency were discussed early in the
guidelines, no real method was provided for discovering the relative magnitude of these

factors.

In a parallel environment, such a method cannot be based on standard algorithmic

complexity analysis. It must include knowledge of actual module execution speeds and
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actual time delays for task allocation, scheduling. and communication. Whether such
information could be determined during analysis and design. without some degree of code
test cases, is uncertain. Also. the availability of such information presupposes knowledge
of the specific implementation hardware. This knowledge may not be available in the early
stages of the design. The form of such a complexity analysis method, as well as where in

the development cvcle it should fit. are areas which require further study.

A second limitation to the guidelines was the lack of a method for specifving inde-
pendent process interaction graphically. This would have beeu very helpful in identifving
possible deadlock situations. It would have also provided a means of showing data depen-
dency among tasks which would have helped in analyvzing task coupling. A very complex
problem, involving many layers of tasks, would be impossible to comprehend without some

graphical display of task interaction.

6.3 Analysis of Ada as a Parallel Systems Development Language

The final objective of this effort was to determine the adequacy of the Ada language
for parallel software development through the implementation of a real-world problem.
The implementation of the Kalman filter tracking system highlighted a very important
distinction between the adequacy of the language itself (as described by MIL-STD 18154)
and the adequacy of the tools (compilers, debuggers, run-time systems, etc.) currently

available to support it. Therefore, these two issues will be discussed separately.

The Ada langnage proved to be an excellent means of abstracting a parallel problem.
The task construct is ideal for encapsulating independent processes. In addition, the
rendezvous provides the means for both task synchronization and communication without
resorting to some form of machine dependent parallel language constructs. The ability to
spawn tasks dvnamically was alsc useful as a load balaucing tool. It made it possible for
a generalized routine (such as the matrix multiply routine) to vary the number of tasks

spawned based on the size of the particular data structure being operated on.

Aside from the task construct, other features of the language made implementation

more productive as well. The use of the package construct greatly assisted in modular
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development. The use of generics and unconstrained arrays made it possible to construct
general support routines capable of operating on a wide range of data forms. Finally,
the standardization of the language was itself an advantage. Because of the difficulties
encountered with the debugging tools, four different Ada environments resident on four
different hardware architectures were used during the development process. The use of
Ada made it possible to move modules of code freelv between these environments on a

frequent basis with a bare minimum of changes.

While the Ada language provided ideal support for the implementation of the system.
the tools available to support it still have a great deal of mnaturing to do. Although the
compiler used on the Encore was validated, it soon became obvious that development in
a parallel environment is as dependent on the correct operation of the run-time system as
it is on the compiler generating valid executable code. Several problems were encountered

with the Encore run-time system, and they made program testing very difficult.

Because the Ada language standard does not cover run-time system implementation,
there is no validation capability available for run-time system operation. Therefore, as
was the case with previous languages, the user is dependent on vender testing to ensure
a valid system. A method of central validation was one of the major reasons Ada was
developed, and serious consideration should be given to adding run-time system standards

to the current language standard.

The development tools available for this project were also inadequate. The compilers
used were very slow, especially toward the end of the project when long lists of dependent
packages had to be recompiled because of minor code changes. The symbolic debugger was
next to useless in a multitasking environment and did not support concurrent multitasking
at all. There were also no tools available to monitor the execution of the parallel processes,
making task analysis very difficult. Finally, the documentation available on the concurrent
aspects of the run-time system was all but non-existent. This lack of development support,
coupled with Ada’s proven portability, reinforces the idea that Ada code development
should be done on a machine specifically designed for the purpose (Booch, 1986; Caruso,

1983), and the resulting code ported to the final target machine upon completion.
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6.4 Suggestions for Future Research

This section contains suggestions for future arcas of study based on the results of
this research. The first four relate to continued efforts into parallelizing the Kalman filter
tracking system. Items five and six are suggested as additions to the parallel software

engineering guidelines begun here. The final item pertains to the Ada language.

1. One possible method of decreasing the enhanced correlator bottleneck would
be to parallelize the fast Fourier transform operation. The FFT and inverse FFT in
the correlate portion of the tracking system task currently account for 80% of the total
CPU time required to process that task. If significant speed-up could be achieved in this
area, it could make this version of the Kalman filter tracking algorithm viable for parallel
implementation. Studies on the parallelization of FFTs have been done by (Briggs et al,

1987) and (Aliosio et al, 1987).

2. If the speed of the enhanced correlator cannot be significantly increased, another
option is to use a different form of the Kalman filter tracking algorithm. The extended
Kalman filter (EKF) approach has also been investigated at the Air Force Institute of
Technology (Maybeck and Rogers, 1983; Maybeck and Suizu, 1985), but it was abandoned
in favor of the single enhanced correlator approach due to its high level of computational
loading in a single system. However, the EKF approach off loads much of the correlator’s
workload to the individual, filters which are parallelizable. Therefore, this approach may

result in better efficiency in a parallel software environment.

3. Any embedded implementation of the Kalman filter tracking system would have
to deal with the issue of fault tolerance. Although the Ada exception handling mechanism
is available to hardle many types of faults, the use of a distributed system adds the
possibility o. hardware, communication, and distributed processing faults for which the
current language definition does not provide. Initial research into the area of distributed
fault tolerance in Ada has been begun by (Reynolds et al, 1983), but much more work is

necessary.

4. A real-time embedded avionics system operates differently from a shared memory

mainframe such as the Multimax in such areas as process allocation, scheduling, and
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communications, memory management, and other critical run-time issues. The Kalman
filter tracking system should be ported to an embedded distributed processor group as

soon as one becomes available that supports the full Ada tasking model.

5. Research needs to be done into some method of software complexity analysis for
parallel systems. This method must go bevond standard algorithm complexity analysis
to include such issues as communication and tasking overhead and particular hardware
issues such as execution speed. Study must also be done to determine where this method
would fit into the software development cycle described in Chapter 3 and when, and to
what degree, knowledge of the specific implementation hardware should be included in the

process.

6. Some method for specifying complex task relationships needs to be developed,
This method should incorporate issues such as task dependency, data dependency, and
task communication. The method must be able to detect possible deadlock situations. It

must also be able to specify multiple layers of interacting tasks.

7. Software tools are needed to support parallel development in Ada. These should
include a symbolic debugger capable of operating in a concurrent environment through
several levels of tasks and subprograms. Also included should be a tool which allows
the developer to observe the allocation, scheduling, and communication of tasks during
program execution. Graphic rcpresentation of system operations would be very helpful in

this area.
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